Bayesian Learning of MicroRNA Targets from Sequence and Expression Data
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Abstract. MicroRNAs (miRNAs) regulate a large proportion of mammalian genes by hybridizing to targeted messenger RNAs (mRNAs) and down-regulating their translation into protein. Although much work has been done in the genome-wide computational prediction of miRNA genes and their target mRNAs, an open question is how to efficiently obtain functional miRNA targets from a large number of candidate miRNA targets predicted by existing computational algorithms. In this paper, we propose a novel Bayesian model and learning algorithm, GenMiR++ (Generative model for miRNA regulation), that accounts for patterns of gene expression using miRNA expression data and a set of candidate miRNA targets. A set of high-confidence functional miRNA targets are then obtained from the data using a Bayesian learning algorithm. Our model scores 467 high-confidence miRNA targets out of 1,770 targets obtained from TargetScanS in mouse at a false detection rate of 2.5%; several confirmed miRNA targets appear in our high-confidence set, such as the interactions between miR-92 and the signal transduction gene MAP2K4, as well as the relationship between miR-16 and BCL2, an anti-apoptotic gene which has been implicated in B-cell leukemia. We present results on the robustness of our model showing that our learning algorithm is not sensitive to various perturbations of the data. Our high-confidence targets represent a significant increase in the number of miRNA targets and represent a starting point for a global understanding of gene regulation.

1 Introduction

One of the main goals in genomics is to understand how genes are regulated, both transcriptionally and post-transcriptionally. A landmark advancement in understanding the full scope of post-transcriptional gene regulation is the discovery of microRNAs. These short, 23 nt-long RNAs suppress protein synthesis from specific transcripts that contain anti-sense target sequences to which the miRNAs can hybridize with complete or partial complementarity \cite{ambros2003miRNA, serra2014roles, zavolan2009}. MicroRNAs have emerged as an important component in the regulatory circuitry of the cell, with current estimates suggesting that the human genome contains
Fig. 1. Flowchart of the GenMiR++ algorithm for learning miRNA targets. A set of candidate targets is generated using a target-finding program (e.g.: TargetScanS). Given the candidates and expression data for mRNAs and miRNAs, we apply Bayesian learning to obtain a set of miRNA targets which are well-supported by the data.

as many as 1000 miRNAs [7] and that miRNAs post-transcriptionally regulate about a third or more of all genes [5, 18], with multiple miRNAs combinatorially regulating targeted transcripts [14].

Despite rapid advances in discovering and characterizing miRNAs, significant questions remain. One major challenge is determining the complete set of functional miRNA targets on a genome-wide scale. Previous work has focused primarily on the genome-wide computational discovery of miRNA genes [6, 17] and their corresponding target sites [14, 16]. Computational approaches currently use sequence complementarity and phylogenetic conservation to identify potential targets: in animals, this approach has limited specificity due to imperfect miRNA-target complementarity, making it difficult to discern real targets from many potential target sites. In addition, solely sequence-based algorithms require that the target sites be conserved across species in order to increase their specificity: this has the disadvantage of neglecting miRNA target sites which are not conserved, but are nevertheless functional [9, 23]. Expression profiling has been proposed as an alternative method for discovering miRNA targets [18],
but this has the problem of becoming intractable when the regulatory action of many miRNAs across multiple tissues must be taken into account.

While computational sequence analysis methods for finding targets and expression profiling methods have their own respective limitations, we can combine the two methods in order to learn miRNA targets from both sequence and expression data. Given the thousands of miRNA targets being output by target-finding programs [14, 16] and given the ability to profile the expression of thousands of mRNAs and miRNAs using microarray technology [12, 20], we motivate GenMiR++ (Generative model for miRNA regulation), a Bayesian model for miRNA regulation and learning algorithm which will allow us to obtain a set of functional miRNA targets from both sequence and expression data. The pipeline for finding functional miRNA targets is shown in Fig. 1: a set of candidate miRNA targets is first generated using a sequence-based target-finding program. Given this set of candidate targets, our Bayesian model for miRNA regulation accounts for mRNA expression using miRNA expression data while also modeling the combinatorial nature of miRNA regulation. We then apply a Bayesian learning algorithm to the data in order to find a set of functional miRNA targets.

In this paper, motivated by evidence which suggests that miRNAs can down-regulate protein expression by causing mRNA target degradation [4, 9, 18], we will formulate a Bayesian model for miRNA regulation. Under this model, the expression of a targeted mRNA transcript can be explained through the regulatory action of multiple miRNAs. We show that GenMiR++ allows us to accurately identify miRNA targets from both sequence and expression data. We also show that we can recover a significant number of experimentally verified targets, many of which provide insight into miRNA regulation. We will show that GenMiR++ also achieves significantly improved performance over our previous model and learning algorithm, GenMiR [10, 11]. Finally, we will present results on the robustness of GenMiR++ to sub-sampling of the data and to adding fake targets to our list of candidate miRNA targets.

2 Exploring miRNA targets using microarray data

In this section, we will motivate the use of both mRNA and miRNA expression data to detect miRNA-target regulatory relationships. Recently, it has been shown that mRNA expression data can be used to detect direct miRNA-mRNA target interactions [18] by looking for transcripts that appear to be downregulated after over-expression of a tissue-specific miRNA. Given the availability of data sets that profile the expression of miRNAs as well as mRNAs across many tissues, we expected to find miRNA-target relationships in two separate expression data sets profiling both miRNAs and mRNAs. To explore putative relationships between mRNAs and miRNAs, we used mRNA expression data from [25] profiling 41,699 mouse mRNAs in tandem with data profiling 78 mouse miRNAs [3] across 17 mouse tissues. Both data sets consisted of arcsinh-normalized intensity values in the same range with negative miRNA intensities thresholded to 0. We used a set of human miRNA targets predicted by the target-finding
program TargetScanS [16, 27]: these consisted of a total of 12,839 target predictions in human genes. These were identified based on conservation in 3’UTR regions across five mammalian species (human, mouse, rat, dog and chicken) in addition to miRNA-target sequence complementarity. After mapping these predictions to the mouse mRNAs and miRNAs in the two expression data sets using Ensembl and BLAT [13], we were left with 1,770 target predictions involving 788 unique mRNA transcripts and 22 unique miRNAs. Given this information, we looked for examples of miRNA target down-regulation in which predicted target mRNA transcript expression was low in a given tissue and the predicted targeting miRNA was highly expressed in that same tissue.

Fig. 2. Effect of miRNA negative regulation on mRNA transcript expression: shown are cumulative distributions for (a) Expression in embryonic tissue for mRNA transcripts targeted by miR-205 (b) Expression in spleen tissue for mRNA transcripts targeted by miR-16. A shift in the curve corresponds to down-regulation of genes targeted by miRNAs. Targets of miR-205 and miR-16 (solid) show a negative shift in expression with respect to the background distribution (dashed) in tissues where miR-205 and miR-16 are highly-expressed (\(p < 10^{-7}\) and \(p < 0.0015\)).

Among miRNAs in the data from [3], miR-16 and miR-205 are two that are highly expressed in spleen and embryonic tissue respectively. The cumulative distribution of expression of the TargetScanS-predicted targets for the miRNAs in these same two tissues is shown in Fig. 2. The plots show that the expression of targeted mRNAs is negatively shifted with respect to the background distribution of expression in these two tissues (\(p < 10^{-7}\) and \(p < 0.0015\) using a one-tailed Wilcoxon-Mann-Whitney test, Bonferroni-corrected at \(\alpha = 0.05/22\) for the 22 miRNAs in our data set). This result suggests that regulatory interactions predicted on the basis of genomic sequence can be observed in microarray data in the form of high miRNA/low targeted transcript expression relationships. While it is feasible to find such relationships for a single miRNA using an expression profiling method [18], to exhaustively test for all regulatory patterns due to multiple miRNAs would require a number of microarray experiments that grows exponentially in the number of miRNAs being tested: this would be
prohibitive for even a modest number of miRNAs and tissues. There would also be additional uncertainty due to miRNAs that are expressed in many tissues. An alternative is to use data which profiles the expression of mRNAs and miRNAs across many tissues and formulate a probabilistic model which links the two using a set of candidate miRNA targets. A sensible model would account for negative shifts in tissue expression for targeted mRNA transcripts given that the corresponding miRNA was also highly expressed in the same tissue. By accounting for the fact that miRNA regulation is combinatorial in nature [5, 14], we will construct such a model which will capture the basic mechanism of miRNA regulation. The model will use a set of candidate miRNA targets and expression data sets profiling both mRNA transcripts and miRNAs to account for examples of down-regulation. We can then learn our model on both sequence and expression data in order to obtain a set of functional miRNA targets.

3 A Bayesian model for miRNA regulation

In this section, we describe our Bayesian model for miRNA regulation. Our model takes into account the down-regulation of target mRNAs subject to the action of multiple miRNAs. Each miRNA can reduce the expression of its targets by some fixed amount: given high expression of one or many miRNAs, the expression of a targeted transcript is negatively shifted with respect to a background expression level which is to be estimated. For any given transcript, the particular miRNAs that can regulate it will be selected using a set of unobserved binary indicator variables. Thus, the problem of finding functional miRNA targets consists of inferring which indicator variables are turned on and which are turned off, given the data.

Consider two separate expression data sets profiling $G$ messenger RNA transcripts and $K$ microRNAs across $T$ tissues. Let indices $g = 1, \cdots, G$ and $k = 1, \cdots, K$ denote particular messenger RNA transcripts and microRNAs in our data sets. Let $x_g = (x_{g1} \cdots x_{gT})^T$ and $z_k = (z_{k1} \cdots z_{kT})^T$ be the expression profiles over the $T$ tissues for mRNA transcript $g$ and miRNA $k$ such that $x_{gt}$ is the expression of the $g^{th}$ transcript in the $t^{th}$ tissue and $z_{kt}$ is the expression of the $k^{th}$ miRNA in the same tissue. Now suppose we are given a set of candidate miRNA-target interactions in the form of a binary matrix $C$ where $c_{gk} = 1$ if miRNA $k$ putatively targets transcript $g$ and $c_{gk} = 0$ otherwise. The matrix $C$ therefore contains an initial set of candidate target miRNAs for different miRNAs: these are putative miRNA-mRNA regulatory relationships within which we will search for high-confidence cases.

Because of noise in the sequence and expression data as well as the limited accuracy of sequence-based methods for identifying miRNA targets, there is uncertainty as to which miRNA targets are in fact functional. This uncertainty can be represented using a set of unobserved binary random variables indicating which of the candidate miRNA-target interactions are supported by the observed patterns of expression for miRNAs and their putative target mRNAs. We will assign an unobserved random variable $s_{gk}$ to each candidate interaction so that $s_{gk} = 1$ if miRNA $k$ genuinely targets mRNA transcript $g$. Then, the problem
of finding functional miRNA-target interactions can be formulated in terms of finding a subset of pairs \((g, k)\) so that both \(c_{gk} = 1\) and \(s_{gk} = 1\). These will correspond to interactions which are supported by the observed expression data and which are \textit{bona fide}.

Having established some notation, we can describe a relationship between the expression of a targeted mRNA transcript, the background of expression and a set of targeting miRNAs in tissue \(t\):

\[
E[x_g\mid\{s_{gk}\}, \{z_{kt}\}, \mathbf{A}, \mu_t, \gamma_t] = \mu_t - \gamma_t \sum_k \lambda_k s_{gk} z_{kt}, \quad \lambda_k > 0
\]  

(1)

where \(\lambda_k\) is some positive regulatory weight that determines the relative amount of down-regulation incurred by miRNA \(k\), \(\gamma_t\) is a positive tissue scaling parameter which accounts for differences in hybridization conditions and normalization between the miRNA and mRNA expression data, and \(\mu_t\) is a background expression parameter. Thus, given the expression of a set of targeting miRNAs, the expression of a targeted transcript is negatively shifted with respect to the background level of expression. This down-regulation can be caused by multiple miRNAs which cooperate in tuning the expression of a targeted transcript. Note that we will not allow miRNAs to directly increase the expression of their targeted transcripts, in accordance with current evidence about their functions [1, 18].

Given the above, we can present our model for miRNA regulation: we will do so using a probabilistic graphical model in which variables are represented as nodes in a graph and edges represent dependencies between variables. Furthermore, we will adopt a Bayesian modeling framework in which we average over all possible settings of model parameters according to prior probability distributions which encode our \textit{a priori} beliefs about plausible parameter settings. Thus, denote the base targeting probability as \(p(s_{gk} = 1\mid c_{gk} = 1) = \pi\). Let \(\mathbf{S}\) be the set of \(s_{gk}\) variables and let \(\mathbf{A}\) be the set of regulatory weights \(\lambda_k\). Let \(\mathbf{\Gamma} = \text{diag}(\gamma_1, \cdots, \gamma_T)\) be the \(T \times T\) diagonal matrix of tissue-scaling parameters which allow us to account for the fact that the mRNA and miRNA data sets correspond to two experiments with different hybridization conditions and the fact that they were normalized differently from one another. We will assign prior distributions \(p(\mathbf{A})\) and \(p(\mathbf{\Gamma})\) for the parameters \(\mathbf{A}, \mathbf{\Gamma}\): the priors will be used to average over all possible settings of \(\mathbf{A}, \mathbf{\Gamma}\). Having defined the above parameters and variables, we can write the probabilities in our model, conditioned on the expression of miRNAs and a set of candidate miRNA targets, as

\[
p(x_g\mid\mathbf{Z}, \mathbf{S}, \mathbf{\Gamma}, \mathbf{A}, \Theta) = \mathcal{N}(x_g; \mu - \sum_k \lambda_k s_{gk} \Gamma z_{kt}, \Sigma)
\]  

(2)

\[
p(S\mid\mathbf{C}, \Theta) = \prod_{(g,k)} p(s_{gk}\mid\mathbf{C}, \Theta) = \prod_{(g,k)\mid c_{gk}=0} [s_{gk} = 0] \prod_{(g,k)\mid c_{gk}=1} \pi^{s_{gk}} (1 - \pi)^{1-s_{gk}}
\]  

(3)
\[ p(\Gamma|\Theta) = \prod_{t=1}^{T} p(\gamma_t|\Theta) = \prod_{t=1}^{T} \mathcal{N}(\gamma_t; 1, s^2) \]  

(4)

\[ p(\Lambda|\Theta) = \prod_{k=1}^{K} p(\lambda_k|\Theta) = \prod_{k=1}^{K} \frac{1}{\alpha} \exp \left( -\frac{\lambda_k}{\alpha} \right) \]  

(5)

where \( [\cdot] \) is an indicator function, \( X \) and \( Z \) are the sets of expression profiles for mRNAs and miRNAs and \( C \) is the set of candidate miRNA targets. Note that in the above model, we do not average over all of the model parameters: we have defined the parameter set \( \Theta = \{ \mu, \Sigma, \pi, \alpha \} \) as the set of regular parameters whose settings are estimated in a point-wise fashion.

The above model links the expression profiles of mRNA transcripts and miRNAs given a set of candidate miRNA targets: within these, we search for functional relationships by inferring the settings for the unobserved \( s_{gk} \) indicator variables. Fig. 3 shows the Bayesian network for our model of miRNA regulation. The boxes in Fig. 3, or "plates", indicate that the structures contained within them are replicated a number of times indicated at the top of each plate. This replication allows for multiple miRNAs to regulate any given target mRNA and also allows for different parameters for each tissue and miRNA in our data. Under our model, each transcript in the network is assigned a set of indicator variables which select for miRNAs that are likely to regulate its expression given the model parameters and the data.

Having presented the above model for miRNA post-transcriptional regulation, we would now like to infer the settings for the \( s_{gk} \) variables, or computing the posterior probability \( p(S|C, \Theta) \propto \int_{\Gamma} \int_{\Lambda} p(X, S, \Gamma, \Lambda|C, Z, \Theta) \, d\Lambda \, d\Gamma \). Exact inference would require integrating over the parameters \( \Lambda, \Gamma \) in addition to summing over an exponential number of combinations of miRNA interactions per mRNA transcript, which generally will be difficult to compute. Thus, we will turn instead to an approximate method for learning which will make the problem tractable.

### 4 Variational Bayesian learning of miRNA targets

For variational Bayesian learning [2, 21] in a graphical model with unobserved variables \( u \), observed variables \( v \) and model parameters \( \eta \), the exact posterior over the unobserved variables and model parameters \( p(u, \eta|v) \) is approximated by a surrogate distribution \( q(u, \eta) = q(u)q(\eta) \) which is factorized. The problem of variational learning consists of an optimization problem in which we optimize
Fig. 3. Bayesian network used for finding functional miRNA targets. Nodes correspond to observed and unobserved variables as well as model parameters, with directed edges between nodes representing conditional dependencies encoded by our probability model. The boxes, or "plates", indicate that the structures contained within them are replicated a number of times indicated at the top of each plate. This replication allows for multiple miRNAs to regulate any given target mRNA and also allows for different parameters for each tissue and miRNA in our data. Each mRNA transcript in our network is assigned a set of indicator variables which select for miRNAs that are likely to regulate it given the model parameters and the data.

The fit between the surrogate distribution \( q(u, \eta) \) and the exact posterior distribution \( p(u, \eta|v) \). This fit is measured by the KL-divergence \( D(q||p) \), which can be written as

\[
D(q||p) = \int_{u, \eta} q(u)q(\eta) \log \frac{q(u)q(\eta)}{p(u, v, \eta)} du d\eta = \int_{u, \eta} q(u)q(\eta) \log \frac{q(u)q(\eta)}{p(u, \eta|v)} du d\eta - \log p(v) \\
\geq -\log p(v)
\]

We see that by optimizing the fit between the surrogate distribution \( q(u, \eta) \) and the exact posterior distribution \( p(u, \eta|v) \), we also minimize the negative log-likelihood \( -\log p(v) \) of the observed data and we hence optimize the fit of our model to the data.

For the GenMiR++ model, \( \mathbf{X}, \mathbf{Z} \) and \( \mathbf{C} \) correspond to the observed variables \( \mathbf{v} \), \( \mathbf{S} \) correspond to the unobserved variables \( \mathbf{u} \), and \( \mathbf{A} \) and \( \mathbf{G} \) correspond to the
model parameters $\eta$. Thus, substituting these into Eqn. 8, we can write out the KL-divergence for our model as

\[
D(q||p) = \sum_S \int_{\Gamma} \int_{\Lambda} q(S, \Lambda, \Gamma | C) \log \frac{q(S, \Lambda, \Gamma | C)}{p(X, S, \Gamma, \Lambda | C, Z, \Theta)} \, d\Lambda \, d\Gamma
\]  

(9)

To allow for tractable learning, we will simplify the q-distribution via a mean-field factorization with

\[
q(S, \Lambda, \Gamma | C) = q(S | C) q(\Lambda) q(\Gamma)
\]

(10)

so that the targeting indicator variables $s_{gk}$, the regulatory weights $\lambda_k$ and the tissue-scaling parameters $\gamma_t$ are all independent of one another given the data. We thus approximate the true posterior distributions over these unobserved variables and model parameters using the above q-distributions, which we parameterize using variational parameters $\beta_{gk}, \nu_k, \omega_1, \phi_2^2$. Thus, $\beta_{gk}$ represents the probability that miRNA $k$ targets mRNA $g$ given the data, $\nu_k$ represents the expected values of the regulatory weights and $\omega_1, \phi_2^2$ represent the means and variances of the tissue scaling parameters. The problem of inference in this setting is then to fit these variational parameters to the data by minimizing $D(q||p)$ given the regular model parameters and the data.

If we define the expected sufficient statistics $\Omega, \Phi, y_g, U, V$ and $W$ as

\[
\Omega = \text{diag}(\omega_1, \cdots, \omega_T), \quad \Phi = \text{diag}(\phi_2^2, \cdots, \phi_T^2)
\]

\[
y_g = \sum_{k:c_{gk}=1} \nu_k \beta_{gk} z_k
\]

\[
U = \frac{1}{G} \sum_g \left( x_g - (\mu - \Omega y_g) \right) \left( x_g - (\mu - \Omega y_g) \right)^T
\]

\[
V = \frac{1}{G} \sum_g \sum_{k:c_{gk}=1} \nu_k^2 (2 \beta_{gk} - \beta_{gk}^2) (\Omega^2 + \Phi) z_k z_k^T
\]

\[
W = \frac{1}{G} \Phi \sum_g y_g y_g^T
\]
then the KL-divergence $D(q||p)$ can be written compactly as

$$D(q||p) = \sum_{(g,k) c_{gk} = 1} \left( \beta_{gk} \log \frac{\beta_{gk}}{\pi} + (1 - \beta_{gk}) \log \frac{1 - \beta_{gk}}{1 - \pi} \right)$$

$$+ \frac{G}{2} \log |\Sigma| + \frac{G}{2} \text{tr} \left( \Sigma^{-1} (U + V + W) \right)$$

$$+ \frac{1}{2} \left[ T \log s^2 + \frac{1}{s^2} \text{tr} \left( (\Omega - I)^2 + \Phi \right) - \log |\Phi| \right]$$

$$+ \sum_k \left( \nu_k - \log \frac{\nu_k}{\alpha} \right) + \text{const.} \quad (12)$$

We are now ready to learn our model from the data. Having defined the above objective function for learning and parameter estimation, we require an efficient method for optimization. We will use the variational Bayes algorithm which iteratively minimizes $D(q||p)$ with respect to the distribution over unobserved variables $q(S)$ (variational Bayes E-step), the distribution over model parameters $q(\Gamma, \Lambda)$ (variational Bayes M-step) and with respect to the regular parameters (regular parameter optimization step) until convergence to a minimum of $D(q||p)$. Thus, the steps to the variational Bayes algorithm are given below:

**Variational Bayes E-step:**

$$\beta_{gk} = \arg \min_{\beta_{gk}} D(q||p) \quad (13)$$

**Variational Bayes M-step:**

$$\Phi = \arg \min_{\Phi} D(q||p)$$

$$\Omega = \arg \min_{\Omega} D(q||p)$$

$$\nu_k = \arg \min_{\nu_k} D(q||p)$$

$$(14)$$
Regular Parameter Optimization step:

\[ \mu = \arg \min_{\mu} D(q||p) = \frac{1}{G} \sum_{g} (x_g + \Omega y_g) \]

\[ \Sigma = \arg \min_{\Sigma} D(q||p) = \text{diag} \left( U + V + W \right) \]

\[ \pi = \arg \min_{\pi} D(q||p) = \frac{\sum_{(g,k)|c_{g,k}=1} \beta_{gk}}{\sum_{(g,k)|c_{g,k}=1} 1} \]

\[ \alpha = \arg \min_{\alpha} D(q||p) = \frac{\sum_{k} \nu_k}{K} \]

We iterate between the above three steps until we arrive at a minimum of \( D(q||p) \), at which point we examine the \( \beta_{gk} \) targeting probabilities computed from the data. With the above variational Bayes algorithm and a set of candidate miRNA targets, we can now learn our model to obtain a set of high-confidence, functional miRNA targets. Once we have done so, we can analyze the performance of GenMiR++ to that of GenMiR [10, 11], as well as gauge the robustness of the model to various perturbations of the data.

5 Performance of GenMiR++

To compare GenMiR++ with our previous GenMiR model and learning algorithm, we used the above set of 1,770 TargetScanS 3’-UTR targets as well as the microarray data sets from [25] and [3]. Both GenMiR and GenMiR++ were applied to the above data by running their respective learning algorithms until convergence. Both learning algorithms were initialized with \( \beta_{gk} = \pi = 0.5 \) for all \((g, k)\) pairs with \( c_{g,k} = 1 \), \( \alpha = \lambda_k = 5 \times 10^{-2} \forall k = 1, \cdots, K \) and \( s^2 = 10^{-2} \). The parameters \( \mu, \Sigma \) were initialized to the sample mean and covariance of the mRNA expression data. Once both of the learning algorithms have converged, we assign a score to each of the candidate miRNA-target interactions according to

\[ \text{Score}(g, k) = \log_{10} \left( \frac{\beta_{gk}}{1 - \beta_{gk}} \right) \]

where each \( \beta_{gk} \) parameter, which corresponds to the probability that miRNA \( k \) targets transcript \( g \), is computed from the data by each of the two methods. Thus a miRNA-mRNA pair is awarded a higher score if it was assigned a higher probability \( \beta_{gk} \) of being bona-fide given the observed expression profiles of mRNAs and miRNAs.

To assess how good of a representation of miRNA regulation has been learned by each method, we performed a series of permutation tests. Using the null hypothesis that there are no regulatory interactions between mRNAs and miRNAs,
we independently generated 100 different data sets corresponding to the original data with the gene labels permuted. By permuting the gene labels, we are destroying any information about relationships between miRNAs and mRNAs. We then applied both methods separately to each permuted data set and then computed the above score for each candidate miRNA target in the data set: the complete set of scores obtained from these 100 permuted data sets then provides us with an estimate of the null distribution over scores for each method. The resulting empirical cumulative distributions over scores obtained from GenMiR++
for both the permuted and unpermuted data are shown in Fig. 4(a). The plot shows that the set of scores learned from the unpermuted data (blue solid) are significantly higher than those learned from permuted data (red dashed), indicating that many of the candidate miRNA targets can be used to explain the expression levels of mRNA targets.

To find functional miRNA targets, we can threshold the scores computed from the original data: for different values of this threshold, we will get a certain number of false detections over the 100 permuted data sets. We can estimate the sensitivity and specificity for each threshold value by comparing the number of miRNA targets with score above the threshold to the average number of targets from the permuted data sets which also have a score above the threshold. The curve shown in Fig. 4(b) relates the fraction of candidate interactions detected (\( \frac{\text{# of candidate targets detected}}{\text{# of candidate targets}} \)) to the average false detection rate (\( \frac{\text{Average # of permuted targets detected}}{\text{# of candidate targets}} \)) for different threshold values, where the average false detection rate is computed for each threshold value using the average fraction of permuted miRNA-target interactions that score above that threshold. Figs. 4(b), 4(c) show that GenMiR++ (blue), by averaging over a wide range of model parameter settings and by taking into account differences in normalization and hybridization between the mRNA and miRNA expression data sets, reduces overfitting and hence allows us to obtain a significantly larger fraction of functional miRNA targets in our set of 1,770 candidates for a given false detection rate as compared to GenMiR (red). Having shown that we can find functional miRNA targets with a small number of false detections, we would now like to assess what known miRNA-target interactions are recovered by GenMiR++: we address this in the next section.

6 Functional GenMiR++ miRNA targets

We used GenMiR++ to score each miRNA target in the above set of 1,770 TargetScanS candidates. Setting the threshold score to -0.0384 to control for a false detection rate of 2.5%, we have a set of 467 high-confidence miRNA targets, or 26.4% of the 1,770 candidates. Within our set of high-confidence targets, we manage to recover several confirmed miRNA-target interactions (Fig. 5). We have recovered 3 confirmed targets obtained from a survey of [5, 8]: we have recovered the interactions between miR-101 and the mouse homolog of MYCN [5], between miR-92 and MAP2K4 [5], a signal transduction gene, as well as the relationship between miR-16 and BCL2, a gene which has been implicated in B-cell leukemia [8]. We also recover six out of 16 mouse homologs (SLC15A4, NEK9, PGRMC2, ITGB1, SFRS12 and HIPK1) of human transcripts which are predicted by TargetScanS as being targeted by miR-124a and miR-1 and were experimentally shown to be downregulated [9, 18, 27] by these two miRNAs. Given that we can recover the above nine out of 19 known miRNA targets amongst our 467 high-confidence targets (hypergeometric p-value \( p < 0.0391 \)), we believe that the remainder of our high-confidence miRNA targets in fact
Fig. 5. Rank expression profiles of two of the nine high-scoring experimentally validated miRNA targets across 17 mouse tissues. For targeted mRNA transcripts (blue star), a rank of 17 denotes that the expression in that tissue was the highest amongst all tissues in the profile whereas a rank of 1 denotes that expression in that tissue was lowest amongst all tissues. Targeting miRNA expression profiles (red circle) are shown using a reverse scale, with a rank of 17 denoting that the expression was lowest and a rank of 1 denotes that expression in that tissue was highest.

represent a significant increase in the number of known miRNA targets and merit further experimental investigation.

We have so far shown that in addition to being able to recover many known miRNA targets, GenMiR++ also affords us a significant increase in performance with respect to our previous GenMiR model and learning algorithm. Some readers may be curious as to how our set of high-confidence targets would change if we were to delete miRNAs or tissues from our data set. We will now assess the robustness of GenMiR++ to sub-sampling of the data and we will outline conditions in which we can learn meaningful miRNA targets from the data.

7 Robustness of GenMiR++

In this section, we examine the dependence of the performance of GenMiR++ on the amount of data used for learning miRNA targets. We will first outline the effect of removing miRNAs or tissues from our data set and then learning from the sub-sampled data. We will then examine how our model’s discriminative ability is affected by introducing fake targets into our set of candidate miRNA targets.

7.1 Robustness to sub-sampling of miRNAs
In this part, we generated ten distinct data sets for each miRNA-target pair \((g, k)\) with \(c_{gk} = 1\) and for each miRNA sub-sample size \(K_0 \in \{2, \cdots, K - 2\}\). We then applied GenMiR++ to each of these data sets and scored all targets. For each putative miRNA-target interaction \((g, k)\) with \(c_{gk} = 1\), we computed the mean targeting probability \(\langle \beta_{gk} \rangle\) and the standard deviation of the targeting probability \(\beta_{gk}\) over the ten test data sets for a given sub-sample size. Fig. 6(a) shows a scatter plot of the coefficient of variation (defined as the ratio of the standard deviation to the mean) versus the deviation from the mean \(\beta_{gk} - \langle \beta_{gk} \rangle\) for each \((g, k)\) pair. As can be seen, our method is quite robust to sub-sampling of the data set by miRNAs, as both the coefficient of variation and deviation from the mean remain very small for larger sub-sample sizes and thus the targeting probabilities computed using our method should have low uncertainty. Note, however, that in the limit of having only two miRNAs to learn from, both the coefficient of variation and deviation from the mean become larger, indicating higher uncertainty in the estimated \(\beta_{gk}\) probabilities. Given that the set of points corresponding to learning from a sub-sample of 20 miRNAs has low variance and given the fact that our full data set contains 22 miRNAs, we infer that the set of miRNA targets we have learned using GenMiR++ should not vary significantly if we were to add miRNAs to our data set.

![Coefficient of variation versus deviation from the mean](image)

**Fig. 6.** Coefficient of variation versus deviation from the mean \(\beta_{gk} - \langle \beta_{gk} \rangle\) when sub-sampling by (a) miRNA and (b) by tissue for various sub-sample sizes. Each point corresponds to a \((g, k)\) pair for which \(c_{gk} = 1\). In both tests, the uncertainty for any given \((g, k)\) pair increases as sub-sample size decreases.

### 7.2 Robustness to sub-sampling of tissues

We repeated the above analysis for tissues by generating ten distinct data sets for tissue sub-sample sizes \(T_0 \in \{2, \cdots, T - 2\}\) and learning our model on each of these. Fig. 6(b) shows a scatter plot of the coefficient of variation versus the deviation from the mean for all pairs \((g, k)\) with \(c_{gk} = 1\). Given that the set of points for a sub-sample size of 16 tissues has low variance, we can conclude...
that the targeting probabilities which are computed from the full data set with 17 tissues have low uncertainty and thus our set of functional miRNA targets should not vary considerably if we delete a small number of tissues from our data set.

However, from comparing Fig. 6(a) to Fig. 6(b), we see that our model is not as robust to sub-sampling by tissues as compared to sub-sampling by miRNA. Indeed, Fig. 6(b) shows that the uncertainty in the estimated $\beta_{gk}$ probabilities increases significantly as we remove tissues from our data set, whereas we do not observe as dramatic of an increase in uncertainty of the targeting probabilities from sub-sampling by miRNA. Our results suggest that GenMiR++ is more robust to sub-sampling by miRNA than to sub-sampling by tissue. From this, we infer that any increase in accuracy in our learning procedure is more likely to come from adding tissues to our data set rather than from adding miRNAs and their corresponding targets.

### 7.3 Robustness to fake targets in data

An interesting question is how our model is affected by introducing large numbers of fake targets into a list of candidates. To address this, we introduced increasing numbers of fake targets into the set of 1,770 candidates by permuting a random subset of the candidate miRNA-mRNA interactions and then applying GenMiR++ to this modified set of targets. Thus, we apply our method to a data set which contains both fake and non-fake targets. For a given number of fake targets, we assign a score to each of the targets, including both fake and non-fake targets. Given the two sets of scores for fake and non-fake targets, we can then assess whether our method can discriminate between the two types: Table 1 shows the p-values obtained from a one-tailed Wilcoxon-Mann-Whitney test of the two sets of scores for a given number of fakes in the list of candidate miRNA targets. As can be seen, our method is able to discriminate between fake and non-fake targets by assigning lower scores to the fake targets in our list and higher scores to the non-fake targets. Note that our method is able to discriminate between fakes and non-fakes even when as many as half of the candidate miRNA targets are known to be fake. This result, in combination with the permutation testing above, suggests that our method can learn an accurate representation of miRNA regulation from a set of candidate miRNA targets and expression data.

### 8 Discussion

In this paper, we have presented GenMiR++, a Bayesian model and learning algorithm which combines candidate miRNA targets with mRNA and miRNA expression data to find a set of functional miRNA targets. Our model accounts for both mRNA and miRNA patterns of expression given a set of candidate miRNA targets: we then learn our model from this to obtain a set of functional miRNA targets. We have shown how to learn the model from sequence and
Table 1. One-tailed Wilcoxon-Mann-Whitney test p-values for testing differences in scores for fake and non-fake targets in the set of TargetScanS candidates. Fake targets are assigned lower scores under our model than non-fake targets, indicating that our model is capable of discriminating between the two types.

<table>
<thead>
<tr>
<th>Fraction of targets which are fakes</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>0.0230</td>
</tr>
<tr>
<td>25%</td>
<td>0.0100</td>
</tr>
<tr>
<td>50%</td>
<td>&lt; 10^{-5}</td>
</tr>
</tbody>
</table>

expression data: GenMiR++ was shown to significantly outperform the original GenMiR method for learning miRNA targets. Our results suggest that our method is robust to sub-sampling of the data both by miRNA and by tissue, as well as to inserting additional fake miRNA targets into our data set. We've shown that our method learns an accurate representation of miRNA regulation in the form of a set of functional miRNA targets, even in the presence of many fake candidate targets. Using our method, we’ve obtained a set of 467 high-confidence miRNA targets out of a total of 1,770 TargetScanS miRNA targets at a false detection rate of 2.5%; given that we recover several confirmed miRNA targets and given the above results, we believe most of these remaining targets constitute a significant increase in the number of known miRNA targets and merit further experimental investigation.

Our model is the first to explicitly use patterns of miRNA and gene expression and the combinatorial aspect of miRNA regulation to learn a set of bona fide miRNA targets from sequence and expression data. Our model extends previous work [26], which has focused on the de novo finding of targets based on sequence and then associating miRNAs to their activity conditions through miRNA expression data alone. Our model, which also uses patterns of mRNA expression, improves on the above by taking into account patterns of miRNA expression to learn miRNA targets. More recent work in [23] has focused on identifying regulatory relationships by examining mRNA transcripts which are downregulated in select tissues due to the over-expression of tissue-specific miRNAs: they subsequently link the expression of the downregulated mRNAs with the number of occurrences of miRNA target sites in the 3'UTR regions of these targeted mRNAs. Our model extends this work by leveraging information about patterns of expression for both miRNAs and mRNAs across multiple tissues and across multiple miRNAs under a Bayesian framework for miRNA regulation which allows us to find a set of functional miRNA targets.

One issue we have not discussed in this paper is the fact that under our model, miRNAs putatively regulate their mRNA target transcripts by post-transcriptionally degrading them [4, 9, 18]. Current evidence suggests, however, that miRNAs can downregulate protein expression either by causing mRNA target degradation or by inhibiting translation without causing transcript degradation [19, 22]. It has been suggested that translational repression by miRNAs may be accompanied by the degradation of mRNA targets [4, 19], so that the effect
of down-regulation in miRNA-target interactions which are better accounted for by the TR model can nevertheless be observed at the mRNA level alone in the form of high miRNA expression/low targeted mRNA expression. Given this and the results presented in this paper, we believe that the GenMiR++ model allows us to infer whether a putative miRNA-target relationship is functional for many putative miRNA-target relationships, whether they be regulated via translational repression, by post-transcriptional degradation, or both. However, as there might be a significant fraction of putative miRNA-target relationships which cannot be explained using miRNA and mRNA expression data alone, we are actively pursuing the idea of extending the above model for miRNA regulation to account for both possible mechanisms for miRNA regulation. This would allow us to increase the accuracy with which we can identify functional miRNA targets from biological data. Establishing the extent to which either of these regulatory mechanisms would provide an important modeling framework for miRNA activity on global scale.
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