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Abstract

This thesis describes a probabilistic approach to image segmentation and interpretation. The focus of the investigation is the development of a systematic way of combining color, brightness, texture and geometric features extracted from an image to arrive at a consistent interpretation for each pixel in the image. The contribution of this thesis is thus the presentation of a novel framework for the fusion of extracted image features producing a segmentation of an image into relevant regions. Further, a solution to the sub-pixel mixing problem is presented based on solving a probabilistic linear program. This work is specifically aimed at interpreting and digitizing multi-spectral aerial imagery of the Earth’s surface. The features of interest for extraction are those of relevance to environmental management, monitoring and protection. The presented algorithms are suitable for use within a larger interpretive system. Some results are presented and contrasted with other techniques. The integration of these algorithms into a larger system is based firmly on a probabilistic methodology and the use of statistical decision theory to accomplish uncertain inference within the visual formalism of a graphical probability model.
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1 Introduction

Numerous systems and algorithms have been constructed for the processing, analysis and interpretation of digital images. Indeed, much of the research in methodologies and algorithms in the area of Statistical Pattern Recognition (SPR) and Artificial Intelligence (AI) have dealt with this task. Further, in industry many systems have been developed for various specialized tasks related to computer vision and image processing. In the past, many AI researchers have focused on the use of logic for solving “higher level” computer vision problems. In this context, “high level” can be considered as the interpretation of “lower level” extracted features. In contrast, SPR research has tended to focus more heavily on “lower level” issues more related to image processing and feature extraction. However, the difficulties involved with managing uncertainty using a logical formalism have led many AI researchers to investigate the use of more statistically grounded techniques. In particular, recent research in the AI uncertain-reasoning community has led to the development of a probabilistic way to encode a computer program that must deal with uncertain information in a sound manner. This formalism is often called a graphical probability model (GPM). These models have been shown to be able to express the typical programs that have in the past been called Expert Systems. These types of programs were initially encoded using Expert System shells or interpreters that essentially managed the control structure involved with executing an extremely large number of “if, then statements”. Further, GPMs also allow many commonly used statistical procedures to be illustrated within an intuitive visual framework that can be used for the specification of a complicated probability model. Such graphs can thus be interpreted as either probabilistic programs or statistical models. As such, a number
of the more complex mathematical procedures associated with these graphs can be hidden from a user with little background in statistical theory. However, the same graph can also provide an intuitive visual framework for a researcher looking at improving the underlying algorithms used to perform learning and inference in the graph. In this way the use of probability graphs allows a rigorous and principled formalism for reasoning about uncertain information in a way that facilitates the incorporation of the model into a larger system.

The focus of this investigation is the fusion of features extracted over multiple scales of conceptual abstraction and scales of image resolution. The emphasis is on the integration of “higher level” reasoning techniques that have in the past been dealt with using logical techniques and “lower level” techniques that in the past have been dealt with using filter theory, linear algebra and statistics. Further emphasis is placed on the integration of these techniques into a larger system for interpreting and extracting features from relatively high-resolution (10cm to 10m per pixel) aerial imagery of the Earth. In particular, the features of interest in this investigation are those of environmental relevance. As such, the goal of this thesis is to automate the procedure of simultaneously classifying and segmenting features in aerial imagery to produce three general types of features consisting of:

- Segmented boundaries of objects suitable for vectorized storage
- Segmented regions consisting of the pixel level materials of objects
- Where appropriate, a measure of the most likely sub pixel components, for desired regions of the image
Two examples of typical hand generated region segmentations are shown in Figure 1.1.1 and Figure 1.1.2. A 512x512-pixel color image of an urban area is illustrated in Figure 1.1.1 and a 512x512 black and white image of farmland is shown Figure 1.1.2. The legend for the features in the respective segmentations is given following Figure 1.1.2. Both images have a resolution of 1m per pixel. In many cases, a second level of detail for an image may be desired. As such, similar images could be drawn for the more detailed elements in an image as illustrated in the finer scale classification urban image in Figure 1.1.3. Finally within the boundary of some of these regions, sub-pixel information may be desired. For example, one might be looking for a particular weed (possibly an illicit substance) that may be growing in an open grassed area and this weed might be detectable from the subtle variations in color measurements.

**Figure 1.1.1** Left: An example of color aerial imagery of an urban area (image from GEOREF System Ltd.). Right: an example of object level regions of interest.
**Figure 1.1.2** Left: An example of black and white aerial photography of farmland (image courtesy of Dieter Lehmann). Right: an example of object level regions of interest.
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<thead>
<tr>
<th>Legend for the Urban Area Classification of Figure 1.1.1</th>
<th>Legend for Farmland Area Classification of Figure 1.1.2</th>
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Figure 1.1.3 An example of a finer scale segmentation from the bottom right corner of the 512x512 image of an urban area. White areas were labeled as being unknown.

Legend for the Fine Scale Urban Area Classification of Figure 1.1.3

<table>
<thead>
<tr>
<th>RGB Color</th>
<th>Interpretation</th>
<th>RGB Color</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>45 45 45</td>
<td>Unknown Deep Shadow</td>
<td>114 133 96</td>
<td>Red Tree Grass and Shadow</td>
</tr>
<tr>
<td>46 115 6</td>
<td>Shadowed Grass</td>
<td>59 51 13</td>
<td>Red Tree and Shadow</td>
</tr>
<tr>
<td>172 155 44</td>
<td>Burnt Grass</td>
<td>131 113 33</td>
<td>Red Tree and Grass</td>
</tr>
<tr>
<td>24 135 19</td>
<td>Green Grass</td>
<td>227 184 157</td>
<td>Red Tree and Pavement</td>
</tr>
<tr>
<td>117 133 47</td>
<td>Sidewalk and Grass</td>
<td>147 107 48</td>
<td>Red Tree</td>
</tr>
<tr>
<td>204 189 54</td>
<td>Sidewalk Grass Tree</td>
<td>31 26 23</td>
<td>Car Boundary</td>
</tr>
<tr>
<td>173 177 148</td>
<td>Sidewalk Concrete</td>
<td>255 25 25</td>
<td>Car Materials</td>
</tr>
<tr>
<td>41 41 41</td>
<td>Shadowed Pavement</td>
<td>12 76 99</td>
<td>Industrial Roof Boundary</td>
</tr>
<tr>
<td>128 130 128</td>
<td>Pavement</td>
<td>65 165 172</td>
<td>Industrial Roofing</td>
</tr>
<tr>
<td>121 153 102</td>
<td>Grass Pavement Concrete</td>
<td>12 20 99</td>
<td>Residential Roof Boundary</td>
</tr>
<tr>
<td>181 181 170</td>
<td>Gravel Shoulder</td>
<td>27 45 238</td>
<td>Residential Roofing</td>
</tr>
<tr>
<td>194 212 37</td>
<td>Pavement and Yellow Line</td>
<td>35 101 20</td>
<td>Gree Tree and Shadow</td>
</tr>
<tr>
<td>110 129 62</td>
<td>Pavement Red Tree Grass</td>
<td>19 231 26</td>
<td>Green Tree</td>
</tr>
<tr>
<td>152 122 15</td>
<td>Red Tree Sidewalk Shadow</td>
<td>255 255 255</td>
<td>Unlabeled</td>
</tr>
<tr>
<td>210 180 70</td>
<td>Red Tree and Sidewalk</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
1.1 Motivation

Advances in technology have increased the availability and resolution of aerial imagery of the Earth’s surface. This fact has great potential for the management, monitoring and protection of the environment. However, for many of these types of tasks raw raster based images must be painstakingly interpreted to extract relevant features for subsequent environmental analysis. The problem of extracting these features is closely linked to the somewhat higher level and more abstract task of actually interpreting what these features represent. There are many extremely useful applications of aerial image interpretation that can be found in the literature. Not surprisingly, many of these applications have military applications. For example, a great deal of research in the area of “high level” image interpretation of aerial photography has focused on the interpretation of military bases consisting of buildings, aeroplanes, vehicles, tanks and other military objects. Often this task is known as site reconstruction [49]. This can be contrasted with similar environmental applications where the digital interpretation of pixel color and the spatial organization of colored pixels into tree canopy shapes has been used to partially automate procedures for tree species identification [51]. This type of procedure is relevant for forest inventory and the monitoring of forest ecosystem health on a large scale. Often in the past, environmentally relevant applications of image analysis have focused on sub-pixel spectral analysis. This analytic need stems from the fact that there are large amounts of satellite data available, but at coarse resolution. A typical example is discussed in [32], in which sub-pixel analysis techniques are employed to classify wetland plants from Landsat (30-meter resolution) imagery. In this application, a large area of wetland where cypress was highly mixed with other species was classified. This classification was relevant to ecosystem analysis, as
cypress is an indicator species used to delineate water flow gradients. Some more modern technologies essentially involve mounting satellite-sensing technologies on airplanes and then gathering high-resolution color imagery in a manner similar to the more common black and white photography. These techniques allow even higher resolutions to be obtained. Road extraction is another extremely important research area for obvious military reasons. However, there are many instances where the detection of roads in imagery is important for environmental applications such as determining the alteration of natural watershed boundaries. Such information is useful for soil conservation and pollution transport modeling.

1.2 Thesis Overview

This thesis describes a system for image segmentation, feature extraction and sub-pixel inference. The algorithms used in the system allow the interpretation of images in the form of homogeneous regions suitable for storage in a compressed format. Features extracted from the spatial organization of pixel measurements are grouped into classes corresponding to more abstract, higher level concepts. This information is then used probabilistically to allow each separate pixel to be given a separate classification. In this way, the “context” of a given pixel is established through the fusion of abstract information derived over a larger scale with more localized analysis (relationships between neighboring pixels) and single pixel measurements (e.g. color). This analysis is used to establish a set of probabilities of particular materials being the primary subject of a given pixel. Given this probabilistic information, a form of probabilistic constraint satisfaction can be used to derive consistent sub-pixel interpretations in regions where this information is desired. Results and
conclusions are drawn for each independent section, while more general conclusions and recommendations appear at the end of this thesis. The sections of this thesis are organized in the following manner. First, the remainder of Chapter 1 provides an overview of existing systems and techniques for incorporating “higher level” abstract knowledge into the task of image interpretation. An overview of the common formalisms used in different research communities is also discussed. The techniques used in this thesis are grounded heavily in the use of probability and statistical decision theory. Thus, Chapter 2 provides an introduction to probability theory and the computation of probabilities within large probability graphs. Chapter 3 discusses some relevant aspects of Color Perception and Spectral Analysis. The notion of clustering colors is presented and described using a probabilistic model developed in earlier in Chapter 2. The limitations of such a model are discussed and the notions of local and global context are introduced. Chapter 4 introduces the concept of “local context” or the local relationships between pixels. A probability model is constructed for the inference procedure involved with reasoning about the local context of pixels. The model is constructed in such a way that it can be applied to all the pixels in an image in a consistent way. The limitations of modeling local context relationships are discussed and the notion of more global context is introduced. Chapter 5 discusses how the model developed in Chapter 4 can be used to allow the local context of small squares (of 16x16 pixels for this investigation) to be modeled in a similar way to the pixel level context model. Additionally the choice of an initial linear transformation for the squares of pixels is discussed. Then, the coarser scale information is combined with the pixel level information to improve the classification and segmentation procedure. Chapter 6 introduces some techniques for extracting curves from greyscale images and justifies the selection of the algorithm used in
this investigation. Chapter 7 discusses the relevance of perceptual relationships between curves for high level reasoning about image features. Past techniques for finding relevant perceptual relationships are discussed and a principled, systematic way to compute perceptual relationships between curves is presented. Chapter 8 discusses past approaches to sub-pixel inference. It is shown that given probabilistic estimates of the most likely sub-materials within a given pixel, a form of probabilistic constraint satisfaction can be used as a principled alternative to the standard techniques used in the literature for solving the mixed pixel problem. Chapter 9 presents some conclusions and a discussion of this investigation.

1.3 Knowledge Fusion and Image Interpretation

This section provides a literature review of the techniques that have been used in the past to incorporate features extracted over multiple scales of resolution from an image and the interpretation of these features using multiple levels of abstraction. First, there are numerous examples of early research in this area involving the use of rule-based expert systems to find consistent explanations for lower level features extracted from images. Some examples of this approach are presented below. Then, a discussion is given of the general trend in the expert system community to formalize uncertain inference. The resulting impact on image interpretation systems is discussed with some examples of more modern systems. Finally, a discussion of some general trends in Statistical Pattern Recognition with respect to multi-resolution analysis is given.
Logical Techniques and AI

Expert systems are essentially just a large collection of “if-then” statements. However, although these systems are conceptually simple, managing the control structure of a large expert system is rather difficult. For this reason, expert system shells were developed to manage the execution of rules, freeing the user from having to chart or codify all the possible ways in which a rule could become activated [28]. Some examples of these types of shells include OPS5 and NASA’s CLIPS or C language integrated production rule system. There also exists a computational problem involved with pattern matching in systems constructed to execute a large number of “if then” statements. To address this type of problem, most of the commonly used expert systems of this nature use some variation of what is known as the Rete Pattern matching algorithm [22]. The early AI approach to image interpretation involved the use of such systems. Some of my own research presents a more detailed view of the software architecture of such a Rule-based Interpreter [55]. In this work the dynamic execution of a rule-based interpreter is illustrated using a call graph between functions that have been grouped into more abstract components.

One of the best early examples of the fusion of high level knowledge and low level feature extraction for image interpretation comes from the Digital Mapping Laboratory at the Computer Science Department of Carnegie-Mellon University. Here, a large system for the interpretation of primarily black and white aerial images known as SPAM [46] was under intense development from 1985 to the early 1990s. The system was developed to test the hypothesis that the interpretation of aerial imagery requires substantial (high level) knowledge about the scene under consideration [27]. High level knowledge about the
characteristics of various types of scenes was encoded into a production rule system and then used to constrain the search for plausible consistent scene models. The SPAM system accomplished the interpretation task by successively transforming so-called image interpretation primitives to primitives at a higher level of abstraction with a rule based system. For a typical scene interpretation hundreds of thousands of rules would be executed. Four classes of interpretation primitives were defined. The classes were given the following names: regions, fragments, functional-areas and models. The phases of interpretation took the following form. First, regions were created from low level segmentation algorithms. These regions were then converted into fragments based on the local properties of the segmentation such as shape, texture and height. For example, rules such as: runways are typically 50 to 80 meters wide or houses are typically 8 to 10 meters high would be encoded into appropriate production rules. Then a form of constraint satisfaction was applied to the generated fragment interpretations in which the relationships between different pairs of objects or fragments were checked for local-consistency. For example, such constraint rules might take the following form runways have perpendicular taxiways. Of significant importance is the fact that multiple constraints exist between pairs of objects and these constraints interact jointly on the fragment hypotheses. These constraints were thus used to generate the so-called functional areas, represented using the convex hull of features within the functional area. For example the terminal functional area was defined to contain only terminal building, parking lot, road and parking apron hypotheses. A final model of the scene was then generated using heuristic applied to the various hypothesis quality measures of the functional areas. This type of rule based approach is still used as a means to fuse low level features with high level knowledge in more modern designs. A more modern example (late
1990s) is given in [18] where a system for model-based object recognition in perspective aerial images is described using a similar rule-based interpretive process. This paper also reviews a number of other rule-based approaches following a similar design pattern.

**Managing Uncertainty: AI and Statistics**

As one might imagine, rule based systems are a natural way of encoding high level knowledge. However, large expert systems are difficult to manage. Consistency problems can easily arise in the system and finding these inconsistencies can become a troubling problem. For example Digital corporations XCON expert system used for configuring the VAX required an extremely large number of people for maintaining the underlying rule base. The SPAM group has reported similar difficulties with respect to rule consistency [27]. Yet, the issue of how to use high level knowledge in a useful way is one of the central issues involved with automating image interpretation. David McKeown Jr., principle researcher at CMU’s Digital mapping lab stated in [48] (his top ten list of lessons learned in automated cartography): “Simply talking about lots of knowledge doesn’t get you very far. [Organizing knowledge and] showing how vision systems work better with knowledge than without knowledge is a hugely difficult and largely open problem.”

Further, one of the key difficulties with the use of rule based systems to manage and manipulate knowledge for the fusion of low level features extracted using any algorithm, is the management of the uncertainty involved with combining these features. This problem is not unique to the image understanding research community. The general issue of reasoning
with uncertain information has been the focus of research in the expert system community. As a result of this research, a graphical formalism has been developed to represent programs that were once coded using rule based programming languages. Using this formalism one can think of the graph as a probabilistic program that also corresponds to the specification of a complicated probability distribution. The program is executed not by evaluating rules within a rule interpreter, but by passing probabilistic messages in a graph. The use of such formalisms for solving real world problems was demonstrated extremely well by the Pathfinder project [29] at Stanford’s Medical Informatics Department. Here a large medical expert system was developed is a series of stages starting with a production rule system, experimenting with different strategies for managing uncertain inference. This research lead to the conclusion that the probability graph was the best underlying formalism for managing, specifying and updating uncertain information for this application. Further, the system that was constructed using this formalism currently outperforms its expert creators, with respect to its diagnosis task.

The now classic, simple example of such a probability graph originally proposed by Lauritzen and Spiegelhalter [43] is shown in Figure 1.3.1. Each node in the graph is a random variable taking on a set of states. The probability of the variable’s state is shown numerically and visually using a bar graph.
Figure 1.3.1 A simple probability graph for diagnosing chest pain (from Lauritzen and Spiegelhalter [43]).

Figure 1.3.1 illustrates what is known as the *marginal probability distribution* of the variables in the graph. The marginal probabilities are not specified at design time. What must be specified are *unconditional probabilities* for variables with no parents and *conditional probabilities* for variables with parents. These graphs and their generalization to variables outside the medical domain are very useful for working with large probability models.

**Probability Graphs: AI and Pattern Recognition**

Many of the techniques employed by researchers in the area Remote Sensing employ analysis techniques that can also be viewed as instances of graphical probability models. Typically they look at the fusion of features extracted from different scales using a “fractal like” approach based more on linear algebra than on an encoding of uncertain logical relationships as in the AI expert system example. These techniques involve the *multi-resolution analysis of localized features* in which images are analyzed using the same general
technique, but applied to the image at different levels of resolution. Examples of this type of analysis include Wavelet analysis, Fourier Analysis, and Image Pyramid filters (like wavelets but not an orthogonal basis). These filters are then combined to analyze the image. These techniques are closely related to our probabilistic models and will be discussed in further detail later in Chapter 5. Finally, one other related approach based heavily on information theory involves the management of higher level concepts using attributed hyper-graphs [74]. This approach is beyond the scope of this thesis and will not be discussed in further detail. As it is clear that the formalism used in this thesis involves the use of graphical probability models, Chapter 2 begins with a review of some probability theory and discusses the computation of probabilities in large graphs using this generalized graphical framework.
2 Probability Theory, Graphs and Density Estimation

2.1 Basic Probability Theory and Bayes’ Theorem

A fundamental rule for working with probabilities of discrete events using probability calculus is the following. For events $A$ and $B$ with probability $P(A)$ and $P(B)$, the joint probability $P(A,B)$ and the conditional probability $P(A|B)$ are related by:

$$P(A \mid B)P(B) = P(A, B)$$

Eq. 2.1.1

The probability of the joint event $A$ and $B$ also denoted $P(A \land B)$ in some conventions. From this initial rule one derives the well-known Bayes’ rule

$$P(B \mid A) = \frac{P(A \mid B)P(B)}{P(A)}$$

Eq. 2.1.2

The calculation of $P(B \mid A)$ in this way is often referred to as finding a posterior probability. Further, in this context $P(B)$ is often referred to as a prior probability. Finally, $P(A)$ is known as an unconditional probability.

Often one wishes to describe a probabilistic model in terms of variables that take on a finite number of states. Thus, if $A$ is a variable with some states $a_1, a_2, \ldots, a_n$ then $P(A)$ is a probability distribution over these states

$$P(A) = (x_1, x_2, \ldots, x_n); \quad x_i \geq 0; \quad \sum_{i=1}^{n} x_i = 1$$

and $x_i$ is the probability of $A$ being in state $a_i$. A state variable that has only two states can be referred to as a binary variable. A state variable that has more than two states can be referred to as a categorical variable. Next, given the joint probability for some variables $P(A, B, C,$
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etc...) finding the unconditional probability distribution of one of these variables can be performed in a calculation know as marginalization. A variable is marginalized out of the joint probability by summing over all of the states of the other variables. This produces an unconditional probability, for example

\[ P(A) = \sum_b \sum_c P(A, B = b, C = c) \]

Eq. 2.1.3

Variables do not necessarily have to be represented by discrete states. Continuous variables obey the same generalized rules. For continuous variables which are (in some sense) integrable, summations become integrals. Given a conditional distribution \( P(x \mid C) \) over continuous variable \( x \) and given the class variable \( C \), with a prior for the class \( P(C) \) one can find the posterior distribution using Bayes’ theorem in the usual way

\[ P(C \mid x) = \frac{P(x \mid C)P(C)}{P(x)} \]

Eq. 2.1.4

Conditional distributions over continuous variables e.g. \( P(x \mid C) \) are often parameterized in some way for computational efficiency. Further, if one views a class conditional distribution of probability density (i.e. \( P(x \mid C) \)) as a function of the parameters (e.g. \( x \) and \( C \)) these types of probabilities are referred to as likelihood functions for the observed value of \( x \). This leads to the often used summary of Bayes’ theorem as

\[ \text{posterior} = \frac{\text{likelihood} \times \text{prior}}{\text{normalization}} \]

Eq. 2.1.5
2.2 Probability Graphs

One way to model complex probability distributions that is popular in the expert system community uses conditional distributions e.g. $P(x|C)$ and unconditional distributions of random variables e.g. just $P(C)$. For the purposes of creating software systems, specifying distributions using only these types of probabilities can be equivalently expressed using a graphical formalism. In this formalism, arrows are used between nodes in a graph to denote the required conditional probability distributions between the random variables. Figure 1.3.1 is a commonly used example of such a graph. Variables with no arrows pointing to them must thus be associated with an unconditional probability. Specifying a complicated probability distribution in terms of unconditional probability distributions for variables with no parents and conditional distributions for variables with parents can thus be equivalently expressed as a directed acyclic graph or a DAG. A very simple example of such a graph is illustrated in Figure 2.3.1. This type of formalism has been extremely popular in the medical expert system community [29]. The use of this directional arrow notation was popularized as doctors commonly think of diseases as causing symptoms. Models specified using this formalism have also been shown useful for solving some environmental problems [30]. However, a more generalized form of probability graphs is discussed in section 2.3 in which arrows are not necessarily used. Early research into constructing such systems involved specifying the structure of the graph and required the specification of the conditional and unconditional probabilities at design time. More current research involves “learning” both the structure and the probabilities of the graph from data [71].
There are two widely used families of algorithms for updating the probabilities of DAGs when new evidence becomes available [62]. Both of these algorithms are based on the intuitive notion of passing probabilistic “messages” between nodes in a graph. The first family, popularized in the expert system community by Pearl [58] is based on probabilistic message passing directly in the DAG. However, these algorithms are only provably correct for singly connected directed acyclic graphs (DAGs). Singly connected DAGs are of the form that each link is a bridge (i.e. removal of a link will disconnect the network) [37]. These types of DAGs are alternatively known as tree structured graphs or graphs with no cycles regardless of the direction of the edges. The second family of algorithms derive from the propositions of Lauritzen and Spiegelhalter [43] and apply to general DAGs. Here message passing is performed not in the graph directly, but in a transformation of the graph based on converting DAGs into trees consisting of clusters of variables with undirected links between the clusters. The next few sections describe the updating process involved when incorporating new probabilistic information within networks that have been constructed with the appropriate conditional and unconditional probabilities.

2.3 Updating Probabilities in Tree Structured DAGs

Consider the following simple medical example, in which there is a binary disease variable. The disease variable may cause a binary symptom variable to be present and also may cause the result of a particular test to be positive or negative. A probabilistic model can be constructed for this simple situation in the following way.
Recall, for this model to be completely specified, one must supply the probabilities $P(D)$, $P(S|D)$, $P(T|D)$. Once these probabilities have been entered into the network, the joint probability of the entire network can be calculated in this or any other tree-structured graph by simply labeling the nodes in ascending order and summing over the states of all the variables. The probability of any node can then be found by marginalizing the given node out of the joint probability of the entire network. In the example of Figure 2.3.1 these calculations would proceed as follows.

$$P(D,S,T) = \sum_d \sum_s \sum_t P(S = s \mid D = d) P(T = t \mid D = d) P(D = d)$$

Eq. 2.3.1

$$P(S) = \sum_d \sum_s P(D,S,T)$$

$$= \sum_d \sum_t P(S = s \mid D = d) P(T = t \mid D = d) P(D = d)$$

Eq. 2.3.2

The calculations of Eq. 2.3.1 and Eq. 2.3.2 can be performed with one large summation over all possible joint assignments. However, the time for these summations can be greatly reduced if one observes that the sums can be “pushed right” over terms that do not contain the variable of the summation. This forms the basis of the somewhat more intuitive
explanation of Pearl’s message passing algorithm known as the *sum-product algorithm* [41]. Finding a marginal probability for a variable using the somewhat complicated message-passing notation of Pearl is thus simply equivalent to evaluating the factorized summation of a marginal calculation. To make this clear the *factor graph* notation can be used in which both the conditional and unconditional probability distributions are made explicit as nodes in the graph. A factor graph is a bipartite graph that expresses how a global function of many variables factors into a product of local functions [41]. In such a graph there is a variable node for each variable in the graph (commonly indicated by a circle) and a function node for each factor (commonly indicated by a rectangle). A variable node is connected to a function node if and only if the variable is an argument of the function. As the sum-product algorithm is general and not specific to probability distributions, each probability distribution can be regarded as a general function of the variables for the distribution.

Message passing proceeds in the graph as follows. A node sends a message to its neighbors when it has received a message from each of its other neighbors. Function nodes send messages to variable nodes consisting of the marginal probabilities for the states of that variable from their local function multiplied by the incoming messages. If a function node only has one connection, it sends an unconditional probability for the connected variable found in its local table. Variable nodes send messages consisting of the product of their incoming messages for each of their states from the neighboring function nodes. If a variable node is only connected to one function node, it sends a “dummy” message consisting of a 1 (one) for each state of the variable. If the graph is a tree, each node is guaranteed to send a message to every neighbor and receive a message from every neighbor. The marginal
probabilities for the states of a variable node are found from the product of all the incoming messages. The derivation leading to Eq. 2.3.3 illustrates the messages used for a calculation of the marginal probabilities of variable S. Figure 2.3.2 illustrates the messages graphically.

\[ P(S) = \sum_d \sum_t P(S, D = d, T = t) \]

\[ = \sum_d \sum_t P(S \mid D = d) P(T = t \mid D = d) P(D = d) \]

\[ = \sum_d P(S \mid D = d) \sum_t P(T = t \mid D = d) \]

\[ = \sum_d P(S \mid D = d) P(D = d) \sum_t P(T = t \mid D = d) \]

\[ = \sum_d P(S \mid D = d) P(D = d) P(T = t \mid D = d) \]

\[ \text{Eq. 2.3.3} \]

![Figure 2.3.2 A DAG (left) and a factor graph (right) for the simple medical example.](image)

For more complicated graphs, if one wishes to find the marginal probabilities for each variable, the computation is greatly simplified using this message passing scheme. In fact, the computation is linear in the number of connections using this message passing strategy as two messages get send down each connection. If new evidence is entered into the network,
the algorithm is modified so that variable to function messages are always set to the value of the probabilistic observation. At the end of the message passing, the probabilities for the nodes with new evidence can either be held constant or updated with their appropriate posterior probability derived from the product of all the incoming messages.

This type of message passing algorithm can be used to find approximate solutions in some probability graphs. In fact, for complicated graphs such as those used to model certain coding algorithms, approximate inference using message passing in DAGs with undirected cycles has been shown to produce acceptable approximate solutions in linear time approaching the theoretically fastest solution. A recent result has shown that some of the fastest decoding algorithms currently known can be viewed as message passing in a DAG with undirected cycles [40]. However, there are certain circumstances when no amount of message passing in a DAG will produce a correct result. The following section discusses when this is the case and introduces the family of algorithms that can be used to solve the problem of probabilistic inference in a DAG exactly.

2.4 Updating Probabilities Exactly in Unrestricted DAGs

The fundamental problem with cycles is that evidence on variables may be coupled [37]. Message passing of probabilities with respect to single variables in the DAG decouples the evidence with respect to multiple variables and this information is thus lost at the meeting point. To address this problem, a second family of algorithms based on the insights of Lauritzen and Spiegelhalter [43] have been developed to convert the DAG into a tree
structured Markov Random Field (MRF) or a graph with no arrow, consisting of clusters of variables. Such a graph is known as a junction tree. Message passing in such a graph is then accomplished by using the fact that a Markov distribution on a such a graph can be written as a product of the distribution on the cliques of the graph divided by the product of the distributions on their intersections [62]. Let \( X_G \) represent all the variables in the graph, \( Q \) represent the set of all cliques, \( X_q \) represent all the variables in a clique, \( S \) represent the set of all intersections and \( X_s \) represent all the variables in an intersection. The symbolic form of the decomposition can then be written as follows.

\[
P(X_G) = \frac{\prod_{q \in Q} P(X_q)}{\prod_{s \in S} P(X_s)}
\]

Eq. 2.4.1

This representation is known as a marginal representation and is a special case of the more general potential representation written using positive functions (not necessarily probability distributions) in the following way

\[
P(X_G) = \frac{\prod_{q \in Q} \phi_q(X_q)}{\prod_{s \in S} \psi_s(X_s)}
\]

Eq. 2.4.2

Converting a general potential representation into a marginal representation is a key step in Lauritzen-Spiegelhalter style message passing algorithms. Importantly, the clusters or cliques derived from the DAG are determined by analyzing the network and creating clusters in such a way as to ensure that no coupled information is lost.
Consider entering new evidence about a test into the directed graph used in the simple medical example. The probability of \( S \) (a symptom) can be found by replacing the dummy message used in the marginal calculation with an evidence message. The equation form of the calculation is similar to Eq. 2.3.3 but with the evidence added in place of the dummy message of ones at the end of the equation.

\[
P^*(S) = \sum_d P(S = s \mid D = d)P(D = d)\sum_t P(T = t \mid D = d)P^*(T = t)
\]

Eq. 2.4.3

However, this probability can also be calculated using the fact that \( P(S,D) = P(S\mid D)P(D) \) and \( P(T,D) = P(T\mid D)P(D) \) and then using these joint probabilities explicitly during the computation. The computation is illustrated in the following way, where the \( X = x \) notation within probability calculations has been replaced with simply \( X \), for clarity.

\[
P^*(S) = \sum_d P^*(S,D)
\]

\[
= \sum_d P(S \mid D)P^*(D)
\]

\[
= \sum_d \frac{P(S,D)}{P(D)}P^*(D)
\]

\[
= \sum_d \frac{P(S,D)}{P(D)}\sum_t P(D, T)
\]

\[
= \sum_d \frac{P(S,D)}{P(D)}\sum_t P(T \mid D)P^*(T)
\]

\[
= \sum_d \frac{P(S,D)}{P(D)}\sum_t \frac{P(T,D)}{P(T)}P^*(T)
\]

Eq. 2.4.4

The updating strategy in Eq. 2.4.4 is such that the two joint probability distributions communicate by passing messages on new probabilities for their intersection. New evidence is entered into a joint probability distribution similarly with an initial message on the variable. Graphically, the message-passing scheme on the joint distributions and their
intersections can be illustrated in an undirected graph known as a *junction graph* indicating clusters of variables found from the *cliques* of the graph and the intersections of the cliques, commonly known as *separators*. Such a junction graph can also be illustrated in the factor graph notation where the probability tables used to encode the information for the cliques and separators are illustrated explicitly. Figure 2.4.1 and Figure 2.4.2 illustrate four equivalent ways to represent the same probability distribution. Figure 2.4.2 illustrates the updating strategy for factor graphs of DAGs and this is contrasted with the slightly different updating strategy proposed by Jensen [37] for junction trees, but here it is illustrated in a factor graph. The junction graph terminology that is commonly used to describe each operation involved with this message passing scheme is also shown as labels above the arrows and variables in the graph of Figure 2.4.2.

![Diagram](image)

**Figure 2.4.1** A DAG and a Junction Graph for a simple medical example.
Figure 2.4.2 Left: Message passing in a factor graph for a DAG. Right: Message passing in a factor graph for a junction tree.

\[
P^*(S) = \sum_d \frac{P(S,D)}{P(D)} \sum_t \frac{P(T,D)}{P(T)} P^*(T)
\]

\[
= \sum_d \frac{P(S,D)}{P(D)} \sum_t \frac{P(T,D)}{P(T)} P^*(T) \tag{projection to the intersection or marginalization to get $D'$}
\]

\[
= \sum_d \frac{P(S,D)}{P(D)} \sum_t \frac{P(T,D)}{P(T)} P^*(T) \tag{absorption of intersection or P(S,D) calibrated to P(D,T)}
\]

\[
= \sum_d \frac{P(S,D)}{P(D)} \sum_t \frac{P(T,D)}{P(T)} P^*(T) \tag{marginalization to get the updated probability for S}
\]

Eq. 2.4.5

Tree structured DAGs can be converted into Junction graphs by constructing an intermediate graph known as a moral graph. A moral graph is constructed by introducing undirected links between each pair of variables that appear together in a relation. The result of this procedure is that:
1. All directed edges will be replaced by undirected edges and

2. Variables with a common child are linked together (giving this graph its name)

The distribution then takes the form of a MRF on the moral graph (a moral graph consists of only single variables, not clusters). From the moral graph, the clusters of variables used to construct the junction graph are found from the cliques in the moral graph. The cliques of a graph are the maximal complete sub-graphs (the usual definition). However, in some cases the Junction graph for a corresponding tree structured DAG will contain cycles and message passing in a cyclical junction graph may not be exact. But, in general any cycles in the junction graph of a tree structured DAG will have the same intersection node on all the links of the cycle [37]. Removing any of the links can break the cycle and produce a Junction Tree in which message passing between cliques and their intersections will result in exact probabilistic inference. For DAGs that are not tree structured, the corresponding junction graph may contain cycles that do not have the same intersection node on all the links of the graph. For these situations other algorithms [37] have been developed to convert the junction graph into a junction tree so that the message-passing scheme in the junction tree can be used to produce exact solutions. However these solutions can be quite computationally expensive as the size of the cliques may get quite large. There are other ways to compute exact solutions in multiply connected DAGs that do not involve converting the graph into a junction tree such as Shacter’s arch reversal algorithm [69] or the conditioning procedure proposed by Pearl [57]. Further details of all of these algorithms can be found in the associated references.
The following sections will deal with the construction of a relatively large graphical probability model approaching the size in which the distinctions between a probability model and a probabilistic program is blurred. In this model, bayesian inference and these message-passing principles will be used to update probabilities in the graphical representation of the model. But, first a note must be made about probability distributions over continuous variables (e.g. $P(\mathbf{x} | k)$). One way to treat a probability distribution over a continuous variable or vector is to discretize the variable into “bins” or states of a discrete variable. However, there are many cases where the discovery of the optimal discretization is critical and it is much more efficient to use some form of parameterized function to specify the probability distribution. The next section deals with constructing such parameterized distributions.

### 2.5 Mixture Models for Continuous Probability Density Estimation

One way to represent an unconditional probability distribution for continuous data is in terms of a mixture model. In this context, a model is constructed and parameterized to estimate a probability density. Thus, when the mixture model takes on an appropriate functional form, certain parameters of the model can be interpreted as higher-level class variables in a probability diagram. Consider that we could construct a density function as a linear combination of basis functions where the number $m$, of basis functions is much less than the number of data points. In this case, one can write the model for the density of a given class as a linear combination of a set of $m$ independent and parameterized, component or “class”
densities $P(\mathbf{x} \mid k)$ such that $\mathbf{x} \in \mathbb{R}^n$, where $n$ is the number of dimensions. Such a model takes the following equation form.

\[
P(\mathbf{x}) = \sum_{k=1}^{m} P(\mathbf{x} \mid k) P(k)
\]

Eq. 2.5.1

In graphical form, such a model may be illustrated as

![Graphical model](image)

Figure 2.5.1 A switch like model for $P(\mathbf{x})$.

The probabilities $P(k)$ can be called prior probabilities of a data point having been generated from component $k$ of the mixture, they are often called the mixing parameters and in the literature they are commonly denoted by $\pi_k$. These priors are constrained in the following way

\[
\sum_{k=1}^{m} P(k) = 1
\]

\[
0 \leq P(k) \leq 1
\]

Eq. 2.5.2

These constraints mean that one can write the graphical probability model in a way that collapses the top layer of nodes in Figure 2.5.1 into a single categorical variable $K$ taking on states $k \in [1, 2, \ldots, m]$, where $m$ is the number of classes.
Figure 2.5.2 A model of a categorical class variable $K$ causing a distribution over $\bar{x}$.

Further, as one might expect, the component density functions must also be normalized so that

$$\int_{-\infty}^{\infty} P(\bar{x} | k) d\bar{x} = 1$$

Eq. 2.5.3

With these constraints on the components, $P(\bar{x} | k)$ can thus be regarded as a class conditional density [4]. Note that the unconditional density $P(\bar{x})$ is also normalized correctly as a result of these constraints, i.e. the following is also true.

$$\int P(\bar{x}) = \sum_k P(k) \int_{-\infty}^{\infty} P(\bar{x} | k) d\bar{x} = 1$$

Eq. 2.5.4

Data can be generated from such a model by selecting a point at random with probability $P(k)$ and then generating a data point from the corresponding component density $P(\bar{x} | k)$.

Now if we wish to find the probability of a component or class, then we can use Bayes’ theorem
\[
P(k \mid \bar{x}) = \frac{P(\bar{x} \mid k)P(k)}{P(\bar{x})} = \frac{P(\bar{x} \mid k)P(k)}{\sum_{k=1}^{m} P(\bar{x} \mid k)P(k)}
\]

Eq. 2.5.5

This represents the posterior probability that a particular subclass \( k \) was responsible for generating the data point \( \bar{x} \).

### 2.6 A Simple Example of a Mixture Model

Consider the following two simple examples in two dimensions where there are \( m = 2 \) and \( m = 3 \) classes respectively. In both cases the classes have equal unconditional probabilities, that is \( P(k) = 1/2, \forall k \in K \) in the first example and \( P(k) = 1/3, \forall k \in K \) in the second example. In the first case the conditional distributions i.e. \( P(\bar{x} \mid k) \) for two of the classes are Gaussian distributions. The Gaussians have means at \((x, y) = (.25, .5) \) and \((.75, .5) \) for \( k = 1 \) and \( k = 2 \) respectively. In the second case, a third conditional distribution is added that is uniform over the range illustrated. The following figures illustrate the contour lines of the associated probability distributions with these models. In all cases the figures have been normalized so that white is the maximum value obtained in the range displayed. Notice that the addition of the uniform distribution “distorts” the posterior probability from a relatively simple logistic shaped discrimination surface into a slightly more complex distorted Gaussian.
Figure 2.6.1 $P(\bar{x})$ (left) and $P(\bar{x} \mid k)$ (right) for $k=2$ have the same form for both the case where there is and where there is not a third uniform class.

Figure 2.6.2 $P(\bar{x} \mid k)$ for $k=2$ for the case where there is no uniform distribution (left) and the case where there is a third uniform distribution (right).

An interesting feature of modeling conditional probability densities with Gaussian distributions is that the posterior distributions (i.e. $P(k \mid \bar{x})$) that are produced tend to have a somewhat sigmoidal morphology. This morphology should be contrasted with types of distributions that are characteristic of artificial neural networks constructed using logistic activation functions. As such one can see how artificial neural networks with logistic activation functions can be interpreted as posterior probability estimators. However, estimating the probability $P(k \text{ or "the class"} \mid \bar{x})$ directly using a neural network within a
larger system makes it difficult to incorporate new information, i.e. information concerning the class that could turn the unconditional probability $P(k)$ in the graphical description of the mixture model into a conditional probability e.g. $P(k | C)$ or the probability of $k$ given some additional context. These reasons constitute significant drawbacks of using neural networks to construct large software systems [20]. Thus, density estimation using Gaussian distributions for the classification of continuous vectors into discrete classes offers a more principled and rigorous alternative to the use of neural networks from both a statistical and software engineering point of view.

### 2.7 A Mixture Model With Classes and Subclasses

The simple mixture models developed so far can be expanded slightly to represent an even more useful model. Consider a scheme in which $P(\mathbf{x})$ is modeled by using a “higher-level” class variable $C$ taking on states $c \in \{1,2,\ldots,n\}$, where $n$ is the number of states or “classes”. In this model, with each class is associated a set of “sub-classes” encoded as a set of states $K_c$ of the larger sub-class variable $K$. In this model the union of all the states of each of the sets $K_c$ produces the states of the variable $K$ (i.e. $\bigcup_c K_c = K$). $K_c$ thus takes on $m_c$ states $k_c \in \{1,2,\ldots,m_c\}$ for each class. The total number of states in $K$ is thus $m = \sum_{c \in C} m_c$ states. The probability $P(k | c)$ for a given state $k \in K$ is thus zero if $k \not\in K_c$ and all the states for which $k \in K_c$ are normalized for each among themselves for each $c$. Thus, $P(K | C) = \pi_c$ can be written as a sparse matrix. Where $k'$ represents the subclass indices in the original mixtures. The matrix takes the following form, with zero elements of the matrix left as blank:
\[
P(K \mid C) = \begin{bmatrix}
\pi_1^1 & \pi_2^1 & \cdots & \pi_{m_1}^1 \\
\pi_1^2 & \pi_2^2 & \cdots & \pi_{m_2}^2 \\
\vdots & \vdots & \ddots & \vdots \\
\pi_1^n & \pi_2^n & \cdots & \pi_{m_n}^n
\end{bmatrix}
\]

Eq. 2.7.1

Here the rows of the matrix represent \(P(K \mid C)\) for each class \(c\) of \(C\). The columns represent each subclass state \(k\) of \(K\). Thus, the unconditional probability, \(P(\tilde{x})\) can be calculated by exploiting the structure of the sparse representation in the following way

\[
P(\tilde{x}) = \sum_{c \in C} \sum_{k_c \in K_c} P(\tilde{x} \mid k_c) P(k_c \mid c) P(c)
\]

Eq. 2.7.2

If \(P(C)\) is constructed appropriately (i.e. normalized), it is easy to see that the unconditional probability is still normalized in this expanded model, i.e.

\[
\int P(\tilde{x})d\tilde{x} = \sum_{c \in C} P(c) \sum_{k_c \in K_c} P(k_c \mid c) \int P(\tilde{x} \mid k_c) d\tilde{x} = 1
\]

Eq. 2.7.3

One now has a probabilistic model in which there is a class variable that causes a distribution over a subclass variable, that in turn cause a (parameterized) distribution over the continuous variable \(\tilde{x}\). This probability model is illustrated in Figure 2.7.1.
Consider now a calculation for the posterior probability of a particular state of the class variable given an observation of $\mathbf{x}$, $P(c^* \in C | \mathbf{x} = \mathbf{x}_{obs})$. Using Bayes' rule, the calculation is simple,

$$P(c^* | \mathbf{x}_{obs}) = \frac{P(\mathbf{x}_{obs} | c^*)P(c^*)}{P(\mathbf{x}_{obs})}$$

$$P(\mathbf{x} | c^*) = \sum_{k \in K^*} \sum_{c \in C} P(\mathbf{x}_{obs} | k_c)P(k_c | c^*)P(c^*)$$

**Eq. 2.7.4**

The probability model of Figure 2.7.1 is a simple, but powerful building block for constructing complicated probability distributions over continuous variables with discrete parents using a relatively few number of parameters. This type of model will be used in a number of different probability models later in this thesis.
2.8 “Learning” or Fitting Mixture Models from Data

Mixture Models can be “learned” using the common statistical procedure of maximizing the likelihood of a data set consisting of values for the \( \mathbf{x} \) vector and the associated class labels. Practically, each labeled data set can be “clustered” or modeled separately and then combined as described above. If the subclass variables are given, then the parameters for Gaussian probability distributions \( P(\mathbf{x} | k) \) are found simply by calculating the mean and variance (or for higher dimensional vectors the variance-covariance matrix) for each subclass.

When the subclass variables are not given but the number of states \( m_c \) for each \( K_c \) are given then, the Expectation Maximization algorithm or EM algorithm [19] can be used to essentially “fill in” the missing values with their expected value and iteratively fit the model with these “hidden” variables. The algorithm will find a local minimum in the Maximum Likelihood solution space.

Interestingly, a number of authors have shown that the commonly used k-means algorithm is a special case of this form of EM clustering in the limit where the variance-covariance matrix for each cluster approaches zero [4]. The observation is insightful as it makes the underlying assumption as to the nature of the clusters explicit. When the number of states for each \( K_c \) is not given, one way to determine the appropriate number of states is to introduce a penalty term for the complexity of the model into the maximum likelihood calculation. This term is often constructed by measuring the number of bits used to encode the floating-point coefficients of the associated Gaussian probability distribution for a single subclass variable.
Finding a model is then often accomplished by searching through the penalized likelihood function by either adding additional Gaussians or starting with a large number of Gaussians and successively combining classes. This second approach is taken in [5] and is also used for Gaussian mixture clustering within this thesis.
3 Color Perception and Spectral Analysis

3.1 Key Issues

Before discussing the use of color measurements as a means to interpret or classify an image it is important to make clear just what color is. This section gives an overview of the important aspects of color science with respect to perception, clustering and the goal of extracting patterns and interpreting the most likely objects and materials comprising the subject of a given image. Then a simple probabilistic model for the objects and materials in an image is developed using the probabilistic formalism discussed in Chapter 2. The limitations of the model are discussed and as such, constitute the motivation for the following chapters of the thesis.

3.2 The Perception, Measurement and Representation of Color

This section introduces the basic concepts of color perception and discusses the common ways of characterizing color. A review of color coordinate systems is provided, as knowledge of color coordinates systems is important for three main reasons. Firstly, multispectral remote-sensing data often comes from narrow band “light” sensors mounted on satellites or airplanes that are not tuned to the standard RGB primaries used in image coding, based on the characteristics of color monitors. Although it is possible to gather data over a large number of narrow band channels, the correlation between channels in the range of human vision, with respect to typical objects of interest is usually so high that only a few, (in
many cases three) bands are necessary. Thus, if classification systems are constructed based on “colors” (or “spectral measurements” of light intensity within the human visual range), then if different models are to be re-used for different data sources then a coordinate transformation will be necessary. Second, when clustering colors with Gaussian distributions it is somewhat preferable to have data that is fairly Gaussian by its very nature. Choosing an appropriate coordinate system can address this problem. For example, the CIE xyY coordinate system has been shown to produce relatively Gaussian shaped distributions when just-noticeable color difference studies have been performed and analyzed in this coordinate system [75]. Third, the commonly used sub-pixel linear spectral mixing model discussed in Chapter 8 is more understandable given a simple introduction to color coordinate systems.

Color is essentially a perceptual response of the human retina to incident light having wavelength in the range of 400 nm to 700 nm. The radiance or power of an image can be expressed in terms of a spectral power distribution or SPD. The science of colorimetry deals with the measurement of this energy and the study of this energy’s effect on the human visual system. The organization that has set many of the standards for this study is known as the Commission International de L’Eclairage or the CIE.

It is generally accepted that the human visual system has three dominant color photoreceptors known as cone cells. As discussed earlier, there is extremely high correlation between narrow band measurements of energy in the visual range from the reflectance of natural objects. This correlation in the context of evolutionary theory, somewhat explains why we have only three classes of photoreceptors. Each cone cell has a different frequency response
to all of the colors in the visual spectrum and the CIE has performed statistical studies to
determine the form of these response curves for an average person or what is known as the
standard observer. As there are exactly three color receptors in the human visual system,
only three numerical measurements are required to encode a color. Importantly, the standard
Red Green Blue (RGB) values used in most image formats do not encode all possible colors
that may be observed by the human visual system. These values usually correspond to some
standardized emission properties for color monitors known as RGB709 [35]. However, the
CIE has defined a number of coordinate systems for the specification of color in which all
possible visible colors can be specified. In particular, the CIE XYZ system [60] describes a
color in terms of luminance Y and two other components, X and Z. Luminance corresponds
to spectral power weighted by a sensitivity function generated by measurements of the
human visual system, while the X and Z values correspond to spectral responses determined
based on a statistical study of experiments on human observers. It is possible to transform
from standard RGB709 coordinates (where the coordinates range over [0, 1] ) to the CIE XYZ
coordinates using the following linear matrix operation:

\[
\begin{bmatrix}
X \\
Y \\
Z
\end{bmatrix} =
\begin{bmatrix}
0.412453 & 0.357580 & 0.180423 \\
0.212671 & 0.715160 & 0.072169 \\
0.019334 & 0.119193 & 0.950227
\end{bmatrix}
\begin{bmatrix}
R_{709} \\
G_{709} \\
B_{709}
\end{bmatrix}
\]

Eq. 3.2.1

Note that white or RGB = [1,1,1] produces \( Y = 1 \). Additionally, the CIE has defined a
normalization process to compute “little” \( x \) and \( y \) known as chromaticity coordinates.
Chromaticity coordinates are useful as they are a measure of “pure” color in the absence of
brightness and are calculated as follows:
\[ x = \frac{X}{X + Y + Z}, \quad y = \frac{Y}{X + Y + Z} \]

\[ x = \frac{X}{X + Y + Z}, \quad y = \frac{Y}{X + Y + Z} \]

**Eq. 3.2.2, 3.2.3**

Finally, *lightness* is the human perceptual response to luminance. Lightness is denoted by the CIE system using \( L^* \). \( L^* \) can be calculate from \( Y \) and \( Y_n \), where \( Y_n \) is known as the white reference (basically the color your eyes think is white in your perceptual field). The CIE defines \( L^* \) as:

\[ L^* = 116 \left( \frac{Y}{Y_n} \right)^{1/3} - 16; \quad 0.008856 < \frac{Y}{Y_n} \]

**Eq. 3.2.4**

If, for example, a laser beam or narrow band light source were swept across the visible range of light (i.e. 400 nm to 700 nm) a curve known as the *spectral locus* would be observed in this \( x, y \) coordinate system. The sensation of purple cannot be synthesized from a single wavelength and requires a mixture of the longest and shortest wavelengths (red and blue). Thus, there exists what is known as *the line of purples* on such \( x, y \) chromaticity diagrams. The area within the spectral locus and the line of purples bounds all visible colors. Further, given any set of primary colors, the area defined by the convex hull of these colors represents all the possible colors that can be expressed using an additive mixture of those colors. Using such additive mixtures, each color component can take on values in the range \([0,1]\). Thus, for example given all possible combinations of the three RGB709 primaries one can convert these values to the CIE xyY coordinate system and the colors that can be expressed in this coordinate system trace out a triangle in the \( x, y \) plane. Figure 3.2.1 illustrates the main features of the CIE \( x,y \) plane.
Figure 3.2.1 The CIE $x,y$ chromaticity diagram with common colors labeled and the RGB$_{709}$ triangle indicated

3.3 Finding Color Clusters and Constructing Probability Models

There are a number of possible ways in which we could specify and learn a probability model for the color of a pixel given the materials that are present in the given pixel. Consider that we could construct a data set using simply a number of samples from a portion of an image. As a specific example, consider a small patch of an RGB image consisting of a sidewalk, grass and the pavement of a road. The RGB components can be converted to CIE $xyY$ and
then the $x,y$ chromaticity coordinates for each pixel can be plotted in two dimensions. This is illustrated in Figure 3.3.2.

**Figure 3.3.1** A portion of an aerial image consisting of road pavement (top), sidewalk (middle) and grass (bottom).

**Figure 3.3.2** The CIE $x,y$ coordinates for each of the pixels in the image.
From Figure 3.3.2 one can see three primary clusters of color that correspond to the three materials observed in the image. Now, if one presents this entire data set (CIE Y included) with no class labels to the clustering algorithm described earlier, one might expect the algorithm to produce roughly three “blobs” or Gaussians. Graphically, such a model corresponds to a variable $K$ causing a probability distribution over the CIE xyY vector.

Figure 3.3.3 illustrates the contours of the unconditional probability model in the CIE $x_y$ chromaticity diagram found by fitting a Gaussian Mixture Model using EM with a MDL penalty term. However, this model and algorithm in fact find four classes. The contour lines of the unconditional probability distribution and the ellipse for the conditional probability distribution of this fourth class are illustrated in Figure 3.3.3.

**Figure 3.3.3** Contour plot for a Mixture Model of $P(\mathbf{x})$, where the central ellipse illustrates $P(\mathbf{x} \mid k = 4)$.
The contour map found for the unconditional probability is centered on three clusters with some distortion due to the fourth cluster. The unconditional probabilities for each cluster (i.e. \( P(k) \)) are illustrated near the mean of the respective clusters. From Figure 3.3.3 one can visualize the true underlying process that gives rise to the observed color values for the image. The fourth class that was found using our clustering algorithm provides a good starting point for discussing these processes.

The fourth class found using this algorithm is modeling two main effects. First, the fourth class models a relatively large number of less dominant, potential materials that may be present in some quantity within a given pixel. These less dominant pixels could be considered as “noise”. Secondly, this fourth class models a pixel mixing effect at the boundaries of the objects (i.e. field, sidewalk and road) in the image (along with any mixing that might occur between neighboring sensors when the image is captured by the associated electronics). The three higher probability classes do correspond roughly to the materials grass, pavement and concrete. However the blobs are shifted slightly from the “true” means and squashed from the “true” variance-covariance (i.e. for a data set consisting of only “pure” examples of a given material). This is due to the sub-pixel boundary and sensor mixing effects. If one wishes to use a clustering algorithm to find a set of “pure” materials that are responsible for the observed colors in an image, these mixing effects should be captured.

One way to “sharpen” up the clusters that are the pure classes and allow the differentiation between relatively pure classes and mixed classes, is to incorporate gradient information into
the vector being clustered. However, the standard gradient calculation is not appropriate in this situation, as we wish to estimate the degree to which all the neighboring pixels differ from the current pixel. For this reason the 3x3-pixel edge filters optimized to minimize orientation bias proposed by Wilson [73] and described in further detail in Section 6.2 offer an attractive filtering technique for measuring edges or “delta” CIE xyY information. The result of applying our model to the CIE xyY vectors plus the magnitude and phase of the Wilson edge filters is illustrated in Figure 3.3.4.

![Contour plot](image)

**Figure 3.3.4** A Contour plot for $P(\bar{x})$ with ellipses for the conditional distributions for the less dominant (due to higher variance), “mixture” classes also illustrated.
Notice that the three dominant classes found using the edge information are “sharper” or are of less variance as illustrated by the relative density of the contour lines with respect to the color only density model.

To mitigate this mixing effect at object boundaries, one can construct a model in which each material and a set of boundary classes are clustered independently using a labeled data set for each class. For practical purposes, an image can be labeled so that the boundaries of objects are explicitly specified. The pixels of an image can be labeled using a color palette and specified on a second layer of an image, using standard drawing software. This task is somewhat simplified as most drawing packages allow users to draw a line based outline in one color and then fill in the enclosed shape with a different color.

Additionally, in some cases mixing may occur elsewhere than at the boundaries of objects. For example, trees at one meter per pixel resolution will produce a non-boundary mixing effect or a mixture of green grass and burnt grass might occur within the boundary of the object “grass field”. Thus where necessary, mixture classes not arising from object boundaries can be given explicit labels and not left to be found by the underlying clustering algorithm. By labeling mixed material classes and relatively pure material classes one can construct a much more accurate model of the true physical effect. An example of such a labeling is given in Figure 3.3.5 for a portion of the image of the urban area within a loop of the road. The original image has been enhanced using an $L*$ power function applied to each color coordinate and unlabeled pixels in the second image are shown as white.
Figure 3.3.5 An image and a corresponding pixel material class labeling.

Once the sets of pixel level material classes have been defined, (possibly including boundary classes mixed material classes and pure material classes) data from a labeled image can be independently clustered for each class. The probability density models may then be combined into a larger model. The combined model can take the form of the class-subclass model developed in Chapter 2. The model is illustrated graphically in Figure 3.3.6.

![Diagram](image)

Figure 3.3.6 Left: A Class-Subclass Mixture Model for Image Materials $M$ causing a set of Gaussian cluster sub-classes $K$ over CIE xyY and delta xyY vector space $\bar{x}$. Right: The equivalent factor graph.

Figure 3.3.7 illustrates the result of a classification using the class-subclass mixture model applied to a labeling of 13% of the urban image. The labeling used boundary classes for
houses and mixture classes for trees. The image on the right is the most likely class using a
model with no derivative information while the image on the right does contain derivative
information. Both models use equal priors (unconditional probabilities) on the highest-level
material class variable.

![Image of two classified images]

**Figure 3.3.7** Left: The most likely class for each pixel based only on color. Right: The most
likely class with edge filter information included.

The classification with the derivative information allows a slightly more accurate
classification, the effect is made apparent by the relatively homogeneity of the house roofs on
the right image. However, for both of these classifiers the image consisting of the most
likely classification for each pixel looks “spotted” or “noisy”. There are two main
explanations for these effects. First, there is a great deal of intermixing of the underlying
materials that comprise the image. The combination of materials mixed at the sub-pixel level
can produce an extremely large gamut or set of potential observed colors in an image.
Second, materials with different reflective profiles can in principal produce the identical
“color” and lightness measurements. For example, a green car could produce the same
observed color as a green tree even though the underlying spectral characteristics are slightly
different in the unobserved “spectral bands”. Further, when only intensity information is
available it becomes extremely difficult to classify an image based on only pixel level
measurements. To address these issues, the next section discusses some common ways of
quantifying and incorporating “context” into a pixel level classification procedure and an extended probabilistic model for the classification of pixels is proposed and examined.
4 Incorporating Localized “Context” to Classify Pixels

4.1 Overview

Numerous strategies have been proposed to deal with the issues of the local context or the task of reasoning about relationships between features in Computer Vision. One way to deal with the local context of pixels is to classify groups or small squares of pixels together. However, the choice of the size of the groups is extremely important. If one simply breaks up the image into a grid then one can effectively classify a coarser scale version of the image. But what about the relationships between the coarser scale blocks? The same context information among blocks is missing. Further, what if a pixel level classification is desired? Thus, a strategy must be devised to encode contextual constraints while allowing a pixel level classification to be performed.

A Markov Random Field (MRF) is a probabilistic model can be used to encode contextual constraints while allowing a pixel level classification to be performed. MRFs are commonly used in the Remote Sensing community, the Artificial Neural Network research community and the Image Processing research community. A special form of a MRF known as Gibbs Markov Random Field is particularly popular in these research communities. However, in these research communities this form of a MRF draws heavily from Statistical Physics and accordingly, the analogy commonly used by researchers in these areas involves treating images as lattice systems and energies are discussed as opposed probabilities. This analogy is contrasted with the bayesian interpretation used for the underlying formalism in this thesis. Section 4.2 introduces the Gibbs-MRF. Then in Section 4.3 logical morphological filters are
briefly discussed. Then in Section 4.4, a probability model is developed to encode spatially localized pixel relationships or the local contextual constraints of pixel classification states.

4.2 Gibbs-Markov Random Field Models

Markov Random Field Models or MRFs are commonly used in Remote Sensing and Computer Vision for such applications as image restoration [25], segmentation [42] and texture characterization [15]. Image restoration involves the detection and correction of noise in an image. While, segmentation in this context usually involves finding homogeneous regions of texture in an image. The basic idea behind MRF modeling involves constructing a parameterized probabilistic model consisting of only the local relationships between pixel grayscale levels or discretized pixel states. When combined together, relationships between pixels interact and provide a probability model for the entire image. When such models are constructed to characterize grayscale relationships, texture patterns are often associated with the information encoded in the model. When such models are constructed for discretized states of pixels, the relationships between a given pixel and its neighbors are encoded probabilistically in such a way that some relationships are more likely than other relationships. If these states correspond to discretized grayscale values then textures are a natural interpretation for the encoded information. If the states are classification states of groups of pixels, then the information can be interpreted as relationships between feature classes analogous to a probabilistic version of the “rules” used in an expert system.

The widely referenced paper by Geman and Geman [25] seems to have sparked the more widespread use of the MRFs with Gibbs distributions in image modeling research and also
influenced the commonly used terminology. This paper drew together many ideas rooted in Statistical Physics (MRFs originated with Ising’s 1925 thesis on ferromagnetism [34]), used a parameterized form for a MRF known as the Gibbs distribution and showed how they could be applied to image restoration. Further, this paper introduced the sampling procedure for investigating MRFs by generating realizations of the model, known as Gibbs Sampling (a specialized version of the metropolis algorithm [50]). Accordingly, it seems that much of the terminology and mathematical formulation found in the literature for these models draws heavily from this lattice system analogy even in cases where the model is somewhat inappropriate. These methods are also quite closely related to so-called Maximum Entropy Methods or MEMs where again this statistical physics analogy arises. Not surprisingly, similar questions arise as to just what the associated entropy and energy terms used in these techniques represent. More modern research has begun to interpret these techniques more intuitively as being bayesian inference methods [59]. The probabilistic model developed later in this thesis takes a form very similar to the standard MRF model. However, in this thesis investigation probabilistic message passing is used to perform inference in the model as opposed to a Monte Carlo Methodology. The probability propagation scheme also emphasizes the clearly more realistic bayesian analogy. A commonly used methodology for image modeling is presented below.

First, a neighborhood system $\eta$ is defined indicating the local interaction of pixel sites (often taken as the closest neighbors but more complex systems are possible). Cliques are found from the definition of the neighborhood system as all the sets of pixels for which each pixel in the clique is a neighbor of each other pixel in the clique when the neighborhood is applied
to the whole image. With each clique $q \in Q$ (the set of all cliques) is associated a potential function that is a parameterization of the variables in the clique usually denoted as $V_q(x_q)$. Already the analogy with the junction tree algorithm discussed earlier becomes apparent, but at this point the Statistical Physics terminology comes into play. In the commonly used terminology, the sum of all the potential functions is known as the energy function. The energy function is used as the argument to a simple exponential calculation that is appropriately normalized to produce a parameterized form for the probability of the given lattice point (pixel in the image) being in a particular state. The probability model can then be written using the form of the well-known Gibbs distribution from Statistical Physics. Accordingly, such models are commonly referred to as Gibbs Markov Random fields or GMRFs. The probability model for all the pixel sites (i.e. the joint probability) of the image $X_G$, given the neighborhood system or set of variables $\eta$ then takes the following form.

$$P(X_G) = \frac{1}{Z} \exp \left( -\frac{1}{T} U(X_G) \right)$$

Eq. 4.2.1

Where $T$ represents the temperature in a Lattice System but is usually taken as a constant for image modeling. $U(X_G)$ is discussed as the energy function and is decomposed into a summation over the set of all clique potential functions $V_q(X_q)$ associated with each clique $q \in Q$, the set of all cliques on the lattice. The decomposition can thus be written as:

$$U(X_G) = \sum_{q \in Q} V_q(x_q)$$

Eq. 4.2.2

Note that these functions $V_q(x_q)$ depend only on the states of the pixels in the clique, $X_q$ and their form is not subject to any additional constraint. The specification of the form of these
functions is thus what determines the nature of the probabilistic model. These functions are often set heuristically at “design time”. \( Z \) is known as the partition function and is intuitively understood as a function that normalizes the distribution. \( Z \) is found from:

\[
Z = \sum_{\text{all} x} \exp\left(-\frac{1}{T} U(x)\right)
\]

Eq. 4.2.3

One can thus summarize the process of constructing such a model in four steps:

1. Specify the neighborhood geometry
2. Determine the cliques in the graph
3. Specify the potential functions for each clique
4. Form \( P(x) \) from the Gibbs distribution

Figure 4.2.1 illustrates three commonly used neighborhood systems. While Figure 4.2.2 illustrates the cliques associated with the first order and second order neighborhood systems. Notice that there is a so-called self-interaction effect due to the fact that each variable is in a clique with itself.

![Figure 4.2.1 MRF Neighborhood systems of order 1, 2, 4.](image)
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4.3 Morphological Filters

Image processing algorithms developed for industrial vision problems are typically computationally very simple and thus inexpensive, as the algorithms are used for real-world systems that often run in “real-time” or are used for very large images. A fast and simple strategy that is often used to “clean up” an initial color based segmentation involves the use of logically defined morphological filters. Consider that one could generate a series of binary image planes consisting of a classification for a given pixel using some initial algorithm based on pixel color alone. Often, the technique of applying a simple bounding box in RGB space is used to derive such classification planes. A filter can then be defined so that a pixel classified as a particular class is removed unless at least one of its neighbors has also been classified as belonging to that same class. Applying such a filter tends to “erode” a binary image, removing pixels that are not connected to other pixels. Such operations are used for generating the skeleton of an object by successively applying the filter. Now, consider a second type of filter. Here, when a given pixel is a negative classification but more than half of the other surrounding pixels positively classified, change the centre pixel to a positive
classification. Such a filter tends to have a “growing” effect on the image. The successive application of an erosion filter over a few iterations followed by a growing filter will tend to remove small clusters of positively classified pixels while also “filling-in” any negatively classified holes in larger regions classified as being positive. The model developed in the next section has a similar effect on images. However, this model is treated in a probabilistic framework and thus is not restricted to binary images. Further, the relationships between pixel states are “learned” and not pre-specified.

4.4 A Probability Model for Spatially Localized Relationships

In this section it is shown how a model for relationships between image features can be encoded using the graph formalism of Chapter 2. The motivation and intuition for constructing such a model is to find a principled and systematic way to correct the initial hypotheses generated by a probabilistic pixel level classification. The resulting procedure could be thought of as a form of hypothesis refinement. The similarities of the model with respect to MRF techniques and more simplistic morphological filters will be apparent. However, in contrast to the more common relaxation techniques (e.g. Gibbs sampling), iterative probability propagation is used to perform inference in the model. The message passing procedure also emphasizes the Bayesian interpretation involving inference in a graphical probability model as opposed to the lattice system and associated “simulated annealing” analogy that is often associated with relaxation procedures. In this way one can think of modeling the “higher level” knowledge of relationships between classification states as opposed to the coupling energies of lattice points.
Consider that for a given pixel location, using a probability model based on color alone we can infer the material class of that particular pixel. Looking at the neighboring pixels one can then assess the local context of that pixel. Intuitively, one might encode this information in terms of the probability of a neighboring pixel being of a particular material class given the centre pixel’s class. This type of model illustrated in Figure 4.4.1, using the directed arrow notation. Here, the each pixel is classified as being of a particular material type, denoted by $M_{ij}$ where the $x,y$ positions of the pixel in the image are indicated by $ij$. Recall that each pixel has associated a corresponding Gaussian probability model for color, but this model sub-structure has not been shown for clarity.

![Figure 4.4.1](image)

**Figure 4.4.1** A probability model for classifying a pixel at some location $x,y$ in an image as a material, $M_{x,y}$ in the context of neighboring pixels $M_{i,j}$.

Here we begin to see the problems associated with trying to model these relationships using the directed arrow notation. The DAG notation and the associated probability tables are often associated with the notion of one variable causing an effect on another variable. However, in many cases one does not think of a real cause and effect relationship existing between classification states of neighboring pixels. For example, one does not attribute a causal
relationship between two green pixels both arising from a grassed area, but one might associate a causal relationship between a tree colored pixel and a neighboring shadow colored pixel.

To construct a general model for the image, relationships between pixels can be more accurately modeled as correspondence rather than cause and effect relationships. Such a model can be constructed using a MRF. Figure 4.4.2 illustrates a MRF for the classified state of a pixel in the context of the states of the surrounding pixels in a first order neighborhood system using the factor graph notation. The previously developed model for pixel color is then incorporated into this model as illustrated in Figure 4.4.3.

![Figure 4.4.2](image-url) A probability model for the local context of a pixel.
Figure 4.4.3 A probability model for the classification of pixels into materials incorporating pixel color and the local context of variables.

If one ensures that there is horizontal and vertical symmetry (i.e. all cliques of horizontal relationships are equal and all cliques of vertical relationships are equal), then this localized probability model for each pixel and its neighbors can be combined into a consistent probability model for the entire image. The result of constructing such a probability model over the entire image using this locally developed model produces a lattice. In the lattice, each pixel is connected to its neighbor through a potential function of it and the corresponding neighbor. A segment of the complete model for an image using the factor graph notation is illustrated graphically in Figure 4.4.4. The substructure relating each material variable to the corresponding pixel color measurements has been removed for clarity.
**Figure 4.4.4** A factor graph a MRF model for an image (substructure is removed for clarity). Different colors have been used for material variables to illustrate the currently most probable material and probability tables are illustrated with black rectangles. Figure 4.4.5 illustrates the complete model using the factor graph notation.

**Figure 4.4.5** The larger probability model illustrated as a factor graph, arrows indicate messages passed from variables to their neighbors in the graph.
For this investigation, the probabilistic message passing procedures discussed in Chapter 2 are used to update the probabilities for each variable in the graph given its neighbors. For simplicity the potential functions are set to be equal to the joint probability tables of the variables in the function. These probability tables relating variables are “learned” from a labeled data set. For this investigation Dirichlet priors are used for learning the tables. In this context, probability messages are sent from each pixel to each of its neighbors as illustrated by the arrows in Figure 4.4.5. Thus, each pixel level material variable also receives a message from each of its neighbors, except at the boundary. Pixel material variables communicate by sending messages to their neighbors through their common cliques. Of significant note is the fact that these messages can be computed in parallel on appropriate computational hardware. The probabilistic message passing procedure differs from the more commonly used stochastic relaxation techniques in that no sampling from probability distributions takes place. A more detailed explanation of this message passing procedure and the relationship between this model and the more common Gibbs-MRF is described in Appendix I.

The model that has been developed above represents a way to encode information concerning the types of states neighboring pixels tend to be in together. The information can be used to refine an initial pixel or feature level hypothesis based on information such as color or lightness. As such, this procedure could be thought of as a filter. For example, consider the situation where after color analysis the most likely material class of the centre pixel in Figure 4.4.4 is “car material” (bright green) and the most likely class of the other surrounding pixels are “green tree” (light green) or “shadowed green tree” (dark green). Intuitively, such a
probability model will tend to reduce the probability of the centre pixel being “car material” and increase the probability of the centre pixel being either “green tree” or “shadowed green tree”. This is the case as it is most likely that within a training set there are very few instances of green cars mostly obscured (except for one pixel) by green tree. A concrete example of applying this model to the color image of an urban area is illustrated in Figure 4.4.6.

Figure 4.4.6 Top Left: The original image, Top Right: The labeled image, Bottom Left: Most likely class using only color, Bottom Right: A single iteration of message passing.

This model of local pixel context is useful for segmenting an image into homogeneous regions. The probability tables relating pixel classes to their local neighbors encodes localized contextual relationships in a distributed manner and will refine the “initial hypothesis” from the pixel level analysis. However, if only grayscale information is available for pixel level measurements then the level of ambiguity from the initial analysis will be extremely high leading to relatively unrealistic segmentations. This is illustrated in Figure 4.4.7.
Figure 4.4.7 Left: A pixel-level Greyscale classification of the farmland image. Right: a model incorporating pixel color plus derivative information.

Figure 4.4.7 confirms what one might have expected, namely that the context of pixels is essential for constructing a classifier for greyscale images. The derivative information is helpful, but there is still a very high level of ambiguity. Further, simple concepts such as the notion that trees are at least a certain size and have specific textures or that forests consist of groups of trees are not modeled with such a low-level approach.

To address this problem, the model can be expanded to operate over relatively large groups of pixels. Thus the probability relationships between these groups of pixels will encode relationships between feature classes at a higher level of abstraction. The use of MRFs for encoding relationships between “higher-level” features has been investigated by other researchers but less common than pixel level models [61]. The selection of the appropriate size and configuration of these groups of pixels can be extremely important. However, in a simplified model one can break the image up into a pattern of repeating blocks or overlapping “windows”. Then, relationships between these windows can be encoded using
the model that has just been developed for encoding pixel level relationships. Such a model will effectively allow a coarser scale version of the image to be segmented and classified in a manner similar to the pixel level procedure. The size of these windows and the resolution of the image will determine the abstract classification states or interpretations of these blocks of pixels. The next section discusses the construction of such a model.
5 Classifying Larger Groups of Pixels

There are two very important issues involved with the classification of relatively large groups of pixels within an even larger image. First, one must choose the size and structure of the groups. Second, one must ensure that an accurate probability model can be constructed for the relatively high dimensional pattern. When color was discussed earlier it was shown that the CIE xyY linear transformations of standard RGB values was a relatively good starting point for pattern classification. Similarly, an appropriately chosen initial change of basis can be useful for detecting patterns within groups of pixels. The next few sections discuss some past approaches to the problem of selecting an initial basis and the related issues involved with selecting appropriate groups of pixels to begin detecting patterns. Then a scheme is presented allowing ideas developed from the previous section to be incorporated into a classification and segmentation procedure.

5.1 Fourier Methods

Research in the area of Applied Mathematics has produced some very popular techniques for the analysis of images involving the construction of filters encoded as matrix transformations. Most of the research on the application of these methods by applied mathematicians is focused on greyscale images where the images are treated as matrices and the analysis is treated as an exercise in matrix algebra. Fourier analysis is usually achieved using the Fast Fourier Transform (FFT). The FFT reduces the matrix form of the discrete Fourier Transform computation in one dimension into an $O(N\log_2 N)$ from an $O(N^2)$ computation. Further, of significant note is the observation that FFT algorithms can be
viewed using our probabilistic formalism as instances of probabilistic message passing algorithms as described in [41]. The transform decomposes an image into an orthogonal set of basis functions consisting of sine and cosine functions resulting in a set of two-dimensional global frequency filters. The computation for one-dimensional signals is often written as:

$$H_n = \sum_{k=0}^{N-1} W^{nk} h_k, W = e^{\frac{2\pi i}{N}}$$

Eq. 5.1.1

$H_n$ represents the transformed signal and the input signal is represented by $h_k$. Further, the original continuous version of the Fourier transform involves an integral over all space (i.e. $-\infty \text{ to } \infty$) and the matrix version of the transformation is both discretized and limited to finite extent. As the matrix form of the computation is a finite version of the original transformation, a rectangular window function is implicitly applied to the underlying signal. Thus, the resulting transformation always contains convolutional effects in the frequency domain signal. This problem resulted in a great deal of research into the time-frequency tradeoffs involved with various non-rectangular window functions. The transformation and the computational properties of recursive computations of the transform are interesting from a mathematical point of view. However, when viewed in terms of filter theory, if the basic transformation as defined is applied to an entire image, frequency filters global over the entire image are produced. When applied to large images, this limits its utility for detecting spatially localized patterns in complex scenes. Thus, for practical applications, the transform can be applied to smaller blocks of the image, 32x32 pixels for example. A Fourier transform can then be applied to each of the square blocks independently, possibly with a non-rectangular window function. The coarse scale version of image can then be classified for
each square based on the coefficients from the transformation for each square. The technique thus produces a classification of a coarser scale version of the image. If a finer scale classification is desired, then a “sliding window” approach can be used at a greater computational expense as the windowed Fourier transform must be recomputed covering part of area that has already been analyzed. This type of analysis is commonly used in one dimension as a first step in speech recognition from audio signals. A good description of feature extraction from audio using these types of sliding window techniques is given in my United States Patent [56].

5.2 Image Pyramids

Image pyramids were extremely popular in early computer vision research as they offered a means of constructing computationally efficient, spatially localized filters responsive to patterns over various scales. Typically, the image is smoothed or blurred using a smoothing filter and a then an image of one half the size is created by re-sampling the smoothed image. Then, the image is subjected to a second filter. This second filter often takes the form of either some form of frequency filter or some form of derivative-like calculation estimating discontinuities or edges over a larger area than is typically associated with exact numerical derivative calculations. Such techniques are known as pyramid calculations as when illustrating the filtering and re-sampling process the successively smaller images produce a pyramid when stacked one on top of one another. Such a pyramid diagram is shown in Figure 5.2.1.
Figure 5.2.1 A pyramid for the farmland image.

The blurring process may seem counterintuitive to the goal of extracting patterns. However, if one considers the task of looking for an object or generating hypotheses concerning objects within a very large image these techniques seem less strange. The blurring and re-sampling process is analogous to the act of physically taking a step back from an image and can be thought of as a model of the physical effect of light interacting on a light sensor (e.g. the human eye). Alternatively, such techniques can be considered as a form of dimensionality reduction with respect to scale. For example, if one wishes to classify and segment forests, it is much easier to construct probability models based on small images or templates of trees in a coarser image rather than on images of the same size in the original image consisting of single high resolution leaves. *One easily sees the forest from the trees, but it takes too long when you are looking at the detail of the leaves.*
5.3 Orthogonal Wavelet Transformations

Wavelet transformations are the more modern way of viewing these filtering operations. However, they also include the set of pyramid filters that also correspond to orthogonal linear matrix transforms. Like the Fourier Transform they can be computed recursively resulting in the so-called Fast Discrete Wavelet Transform or FDWT [59]. However, here a sparse matrix transform is constructed from a set of convolutional filter coefficients consisting of a set of the smoothing coefficients and a set of wavelet coefficients. The result is that the image is wavelet filtered and then smoothed successively. Practically, the complete FDWT is accomplished by applying the matrix transform permuting the result and then applying the transformation again on one half of the result (corresponding to a smoothed version of the image). The matrix below illustrates the structure of the 4th order Daubechies wavelet transformation matrix. The inverse transform is just the transpose of the matrix (i.e. it is orthogonal). The first row represents the smooth coefficients and the second row represents the wavelet coefficients. The pattern is repeated but shifted over two columns to create the complete matrix structure for a one-dimensional transform.

\[
\begin{bmatrix}
  c_0 & c_1 & c_2 & c_3 \\
  c_3 & -c_2 & c_1 & -c_0 \\
  c_0 & c_1 & c_2 & c_3 \\
  c_3 & -c_2 & c_1 & -c_0 \\
  \vdots & \vdots & \vdots & \vdots \\
  c_0 & c_1 & c_2 & c_3 \\
  c_3 & -c_2 & c_1 & -c_0 \\
  c_2 & c_3 \\
  c_1 & -c_0 \\
\end{bmatrix}
\]

Eq. 5.3.1
The result can be thought of as a set of spatially localized frequency filters of increasing scale resembling windowed Fourier filters. Figure 5.3.1 contrasts a 4th order Daubechies wavelet with a Fourier Filter of similar “frequency”. Both images were synthesized by applying inverse transformations to matrices of all zeros except for a single one in the transformation domain.

![Wavelet and Fourier Filter](image)

**Figure 5.3.1** Left: A Wavelet filter. Right, a Fourier Filter. Both are illustrated on a 256x256 pixel image.

The spatially localized nature of wavelet analysis offers a computationally attractive solution to the sliding window computational redundancy associated with sliding window Fourier Analysis. Recall that the wavelet hierarchy consists of spatially localized wavelets of increasing size. As they are spatially localized, each wavelet filter in the hierarchy is responsive to a localized region in the image. One can thus create a vector for each location in the image using only the set of vectors that are responsible for constructing that location in the image. Thus, unlike the sliding window approach using windowed Fourier analysis one does not need to re-compute the window for each step. A wavelet transform can be applied to the whole image, recursively up to the largest desired wavelet resolution scale. This largest wavelet scale thus determines the sliding window size. Then, vectors for each window in the
image can be cut out of the wavelet transformation matrix. For example, a three level recursive application of the 4\textsuperscript{th} order anisotropic Daubechies wavelet transform to a 512x512-pixel image defines a 16x16-pixel sliding-window.

Figure 5.3.2 illustrates the optimal response of each of the wavelets from each filter bank. Each filter bank is illustrated by the gridlines. Each 16x16-pixel location in the sliding window block is thus responsive to one filter of each of the types illustrated. At the top left is the DC component vector. The response of all the 64x64 DC blocks put together produces a smoothed image. The relatively symmetric filters run down the diagonal of the image and have been combined into groups to illustrate the way in which the filters combine to reconstruct spatially localized frequency patterns. Notice also that this anisotropic wavelet transform also contains filters that look very much like classic edge detectors. Similar filters or initial linear transformations of image data have been found by a number of authors using empirical techniques for finding statistically independent components of large data-sets of natural images [2].
Figure 5.3.2 The types of filters produced by 3 recursive applications of the anisotropic 4th order Daubechies Fast Discrete Wavelet Transform.

The sliding window technique described above was applied to the CIE Y component of the 512x512 urban image and the greyscale 512x512 image of farmland. A slightly modified version of the standard 4th order Daubechies wavelet was used in which wrap around effects at image boundaries were eliminated using Gram-Schmidt orthogonalization of the ends of the matrices as described in [23]. To further reduce the dimensionality of the vectors for each of the blocks, each filter bank in the wavelet hierarchy was summed to create 16 coefficients. For larger data sets this additional step is not necessary. Data was modeled using the graphical model developed earlier for pixel level measurements but now generalized for the block level features and the relationships between these block level features. The results of these investigations are illustrated in Figure 5.3.3 to Figure 5.3.5.
Figure 5.3.3 Upper Left: Classification of the farmland image based on wavelet coefficients from a sliding window only. Upper Right: A single iteration of probability propagation in the local context model. Lower Left: Three iterations of probability propagation in the local context model. Lower Left: The original hand labeled segmentation when re-sampled to a 64x64 image.
Figure 5.3.4 Top: Another image of farmland. Bottom Left: The wavelet only classification. Bottom Right: The wavelets with context. All probabilities for this classification and segmentation were “learned” from the previous farmland image and its associated labelling.
Figure 5.3.5 Upper Left: Classification of the window blocks for the image of an urban area based on wavelet coefficients alone. Upper Right: A single iteration of probability propagation in the local context model. Lower Left: Three iterations of probability propagation in the local context model. Lower Left: The original hand labeled segmentation when re-sampled to a 64x64 image.
**Figure 5.3.6** Top: Another image of an urban area. Bottom Left: The wavelet only classification. Bottom Right: The wavelets with context. All probabilities for this classification and segmentation were “learned” from the previous image of an urban area and its associated labelling.
5.4 Incorporating Prior Knowledge From a Coarser Scale Analysis

The coarse scale image segmentation and classification for the farm image is quite good. However, the coarse scale segmentation and classification for the urban image is quite bad. This observation emphasizes the importance of scale for segmenting images. For the segmentation of extremely large images of the earth, choosing an appropriate scale for each feature of interest is very useful. For this reason, recent research in the image processing community has looked at the use of the Multi-scale Markov Random Field [6]. In this technique the image is broken up into resolution levels. At each level of resolution is associated a random variable characterizing the content of the image. Starting with a single variable for the whole image, each successive level of resolution in the image is made into a grid of slightly higher resolution variables. Successive resolution levels only depend on a variable from the resolution level above. Finally at the lowest level, variables represent the image pixels. The stochastic model takes the form of a tree and for this reason very efficient statistically optimal algorithms exist for fitting the model to data [1]. However because of the tree structure, image segmentations can appear “blocky” and for this reason a number of techniques have been developed to overcome this limitation while still retaining the tree structure [33]. Such a model for a quad-tree is illustrated in the Figure 5.4.1 where on the left is illustrated the area of the image that each variable on the right characterizes.
**Figure 5.4.1** An illustration of a multiscale tree model as a Bayesian Network.

The tree model differs from the GMRF model developed earlier in that the relationships between pixel sites are now related to one another by a hidden variable and thus conditional probability distributions need to be specified and not clique potentials or joint probability distributions. Note also that the hidden variables in the tree can be transformed to observed variables if labels for these coarser scale interpretations are specified. Such is the case for our image of the urban area.

With the formalism of the graphical probability model it is possible to expand the previously developed probability model in which pixel interpretations interact locally with one another to incorporate probabilistic information from a coarser scale analysis. As alluded to earlier, our task of computing the appropriate probabilities in the model is simplified as we have labels for the multiple scale interpretations. Thus, consider that for each sliding window in the previous model we could introduce a joint probability table on the relationships between that sliding window and the pixel level variables that are primarily within that window (i.e.
just the middle pixels of the square window). Such a model is not a tree; in fact it contains many cycles even for a simple expanded quad-tree model. Figure 5.4.2 illustrates how such a model for a quad-tree with local interactions could be expressed using directed arrows for relationships encoded with conditional probability tables and undirected arrows for relationships with joint probability tables.

![Diagram](image)

**Figure 5.4.2** A Multiscale model with local interaction effects and observations from windowed multi-pixel regions and pixel level measurements.

Recall that the window observations are on greyscale values only, while the Image pixel level observations contain color. The cycles in such a model are problematic in that an exact solution to the inference problem in such a graph would involve, for example applying the junction tree algorithm to construct cliques in the graph. However solving the inference problem using such an approach is NP-hard as demonstrated by Cooper [13] causing potentially extremely slow exact solutions. A similar problem is found in decoding algorithms as discussed earlier. However probability propagation comes to our rescue for a
means of performing inference in such a model. The inference will be approximate, however it will be fast. If one looks down through the coarse scale model to the fine scale model below, such a model graphically takes the form of Figure 5.4.3. Only 3x3 patches of pixels are illustrated in the lower level for clarity. For a sliding window size of 8x8-pixels moving at four pixel increments a 4x4 patch of pixels would be produced as the primary pixels for each sliding window.

![Diagram](image)

**Figure 5.4.3** A hierarchical model for incorporating knowledge from the coarser scale analysis with pixel level analysis illustrated as a factor graph.

This model was applied to the urban image. Three iterations of message passing were applied to the coarse scale plane, one message was sent down from the higher level variables and then three iterations of message passing were performed among the lower level variables. For the investigation, each of the relationships between higher level window variables and lower level pixel variables were set to be the same within each window. The result is that, the
probabilistic messages sent from by the higher-level analysis produce what might be considered as a “square prior” over pixels in the lower level image. However, as one can observe from the following image, the “square prior” is relatively quickly “eroded” by the other probabilistic messages.

Figure 5.4.4 Left: Local message passing was used to segment the farmland image without the context from higher level analysis. Right: Local message passing in the farmland image with the context from the higher level analysis.

Figure 5.4.5 Left: Segmentation with no higher level context. Right: Segmentation with higher level context.
Clearly in the greyscale farmland image of Figure 5.4.4 the higher level information was essential for finding the classes specified in the labeled image. Figure 5.4.5 illustrates how many of the clearly inaccurate misclassifications such as house roofing being found on roads are “corrected” by the addition of the higher level analysis. However, the task of producing an extremely (conceptually) high level segmentation such as in the hand segmentation for the urban image introduced in Figure 1.1.1 is an extremely difficult task. In particular the extraction of roads amidst a high degree of clutter relies on high level knowledge concerning the nature and connectivity of roads. In fact, for highly cluttered scenes constructing a complete road network is extremely subjective and the existence or non-existence of a road can be completely ambiguous. However, the algorithms presented here have a chance at capturing some of these high level relationships in a probabilistic manner. With a slightly expanded neighborhood system for local interactions, concepts such as connectivity could be more accurately contained within the probabilistic model. Further, the tests shown in the previous section used fairly small amounts of data. With far larger training sets these techniques would be much more powerful for segmenting complex scenes.

However, robust image understanding systems can be quite large, incorporating a great deal of high level knowledge into “models of objects”, using low-level features have been extracted as hypothesis “seeds”. These systems can get extremely problem specific. However, most of these systems have one thing in common: the use of geometric relationships between curves. The next section discusses the common approach of extracting curves and lines from images and it is shown how these techniques can be used with the segmentation information obtained above.
6 Edge Enhancement and the Search for Salient Curves

6.1 Key Issues

The detection of edges within images is generally regarded as an important operation [72] and is very often the first step in the image processing approach to pattern recognition. Experiments now considered classic by Hubel & Wiesel on neurons in visual cortex provide further biological evidence for the importance of extracting edges early in the analysis of an image [31]. More recent work at the intersection of biology, statistics and information theory has begun to build a convincing argument for why we have edge detectors from an information theoretic point of view in terms of sparse, distributed and statistically independent feature detection [2]. The detection of edges is often coupled with a secondary step, linking single pixel scale edges together to form curves. First, edges are usually detected initially by taking spatial derivatives of an image [10]. Second, essentially some sort of search is made for a curve path through the edge-enhanced image. There exists an extremely large amount of literature on the subject of low level edge extraction or enhancement. Frequently, edge detection and the linking of edge segments into curves is performed on greyscale images only. However, evaluation of many of these purely low-level techniques by human observers in terms of their perceived accuracy at extracting edges from greyscale images has shown relatively little difference between techniques [68]. However, in this thesis, it is illustrated how edges can also be found in the “probability planes” of the various materials modeled in the previous section using color and essentially “texture” information. Edge segments in the probability images are then linking into curves based on
the algorithms developed in [73] and [11] respectively. The next few sections describe these algorithms.

6.2 Edge Enhancement

As discussed earlier, recent research into the multi-resolution analysis of images has tended to focused on computationally efficient ways to combine information from multiple scales using an initial linear transformation such as a Fourier Transform, a windowed Fourier Transform (or Gabor filter) or Wavelet transforms etc… For the purposes of extracting edges from a probability plane or greyscale image for subsequent linkage into curves, each of these transformations have significant drawbacks. For the detection of edges, the global nature of Fourier filtering is clearly inappropriate. Gabor filters or related windowed wavelet filters can be used to estimate edge magnitude and orientation, however these types of filters are biased to a particular direction. Thus, a separate filter must be computed for each edge direction. Further, oriented edge filters are generally rather large in diameter. Thus, this family of filters is relatively computationally expensive for the utility they provide with respect to edge orientation. Invertible wavelet transforms in two dimensions generally act as spatially localized frequency analyzers and do not respond in an unbiased manner to edges. However, spatially localized features such as edges can be easily extracted over multiple resolutions using a simple low-pass pyramid (e.g. a Gaussian smoothing filter) and a simple edge filter.

Gaussian smoothing pyramid filters have been used extensively, however the discretized Gaussian kernel commonly used in Laplacian of Gaussian pyramids [9] has been shown to
have a slight deviation from circularity [73] with respect to angular frequency response. Thus if one wishes to estimate edge orientation in the smoothed image, this fact will introduce an orientation bias. For this reason, in [73] the *frequency sampling technique* was used for the design of a rotationally symmetric smoothing filter. The 5x5 filter produced with this technique is illustrated in Figure 6.2.1.

\[
\begin{array}{cccc}
.0006 & .0178 & .0290 & .0178 \\
.0178 & .0670 & .0880 & .0670 \\
.0290 & .0880 & .1194 & .0880 \\
.0178 & .0670 & .0880 & .0670 \\
.0006 & .0178 & .0290 & .0178 \\
\end{array}
\]

**Figure 6.2.1** (5x5) Smoothing filter kernel.

Most simple *edge segment* filters are essentially gradient estimators along an oriented line segment. But, not all simple edge filters are unbiased to a particular direction. However, the edge filters designed by Wilson and Bhalerao in [73] produce relatively unbiased orientation estimates, are of small radius (i.e. convolutions of 3x3 and 4x4 pixels) and subsequently are of minimal computational demand. In [73], a pair of convolutional kernels was designed so that each kernel gave an ideal response to one-dimensional image *features* with frequency spectrum concentrated along a line at orientation \( \theta \). Such that \( \theta_1 = \pi/4 \) and \( \theta_2 = 3\pi/4 \). The results of this filter design for 3x3 and 4x4 kernels are shown in Figure 6.2.2. Note that each kernel has a corresponding pair with its coefficients rotated by \( \pi/2 \).

\[
\begin{array}{ccc}
-.0741 & -.0955 & 0 \\
-.0955 & 0 & .0955 \\
0 & .0955 & .0741 \\
\end{array}
\]

\[
\begin{array}{cccc}
-.0107 & -.0496 & -.0277 & 0 \\
-.0496 & -.1292 & 0 & .0277 \\
-.0277 & 0 & .1292 & .0496 \\
0 & .0277 & .0496 & .0107 \\
\end{array}
\]

**Figure 6.2.2** Wilson’s (3x3) and (4x4) edge filter kernels.
Compare these filters with the more standard and simplistic Pewitt and Sobel edge detection filters illustrated in Figure 6.2.3.

\[
\begin{array}{ccc|ccc|ccc}
-1 & 1 & -1 & -1 & -1 \\
-1 & 1 & 1 & 1 & 1 \\
-1 & 1 & 1 & 1 & 1 \\
\end{array}
\]

**Figure 6.2.3** Pewitt and Sobel edge detection masks, top and bottom respectively.

Convolution of an image with a pair of kernels produces two images that can be subsequently combined to produce something similar to a magnitude or flux image and a phase or edge segment orientation image. The resulting images could be considered as edge segment direction and magnitude measurements. One can compare the magnitude of the frequency response of the filter pairs to see clearly the symmetry of the new filters. These two image planes form the basis of input to subsequent analysis described in the next section.

**Figure 6.2.4** Frequency response of Pewitt, Sobel and Wilson 3x3 edge mask pairs.
6.3 The Search for Salient Curves

The task of finding perceptually relevant contours within an image has been approached in an extremely large number of different ways in the past. However, the purpose of extracting salient curves in the context of this thesis is to provide an extraction of the ridges in the probabilistic estimate of various classes for pixels or windows of pixels. As there are a large number of potential shapes that could be taken for the regions defined by these classes many existing contour modeling algorithms have significant shortcomings in this respect. One of the most popular techniques involves the use of active contour models or “snakes” [38]. In this scheme, curves are represented as a parametric equation and the equation is optimized under a number of constraints. Photometric constraints are responsible for image forces that pull the snake to features in the image. While, geometric constraints give rise to internal forces, controlling the shape of the snake. These constraints enforce geometric qualities such as smoothness. During optimization, the contour or snake moves around the image until a solution is found at an energy minimum. The energy function takes the following form:

\[
E(v) = -\int_0^1 P(v(s,t)) ds + \frac{1}{2} \int_0^1 \left[ \alpha(s) \left| \frac{\partial v(s,t)}{\partial s} \right|^2 + \beta(s) \left| \frac{\partial^2 v(s,t)}{\partial s^2} \right|^2 \right] ds
\]

Eq. 6.3.1

The first term of Eq. 6.3.1 represents the image energy and the second term represents the internal constraint energy. The functions \(\alpha(s)\) and \(\beta(s)\) are the functions that determine the geometric constraints. However, because there is no direct link between the internal and external energy terms, the discovery of the “correct” energy functional has been criticized as being an error prone process [14]. Another popular technique for finding contours is known as Shape-plus-texture modeling. These techniques have been used to vectorize faces images
[3]. However, they use pre-defined relationships between contour locations and expected greyscale values at specified offsets to the contours. There do exist a number of algorithms for identifying salient contours that do not rely on context specific information. Simple edge segment linking algorithms have been developed based on the connectivity of edge segments. However they tend to be rather susceptible to noise leaving a large number of broken edge segments. Other more complicated algorithms have been successful at extracting salient contours from noisy images [77] but rely on fairly heuristic methods [76]. Current trends in this area have led to the use of relatively simple gradient type information over multiple scales of resolution to locate contours by integrating this information [26]. This usually involves finding possible contours within the original image and also a coarser scale version of the image. The algorithm selected for this investigation is attractive in that it uses edge features extracted at multiple resolutions (making the algorithm less susceptible to noise) and then utilizes probability theory to fuse the information.

The algorithm selected for precursor curve extraction for this investigation is described in [21] and takes the following form. A sequential search through an edge-enhanced image is performed using the Zigangirov-Jelinek (Z-J) or stack algorithm [36], however the authors emphasize that any tree searching algorithm such as the A* algorithm [54] commonly taught in courses on Artificial Intelligence could be used. For all of these types of search strategies, a measure of goodness must be constructed. In [21] the authors take an approach to derive the measure of goodness or the path metric that is similar to an approach used in the past to decode convolutional codes [45]. In this approach, “random tails” are employed to ensure that the goodness statistic is not biased by length when two paths are compared. The path
metric consists of a likelihood ratio of the probability that the pixels along the path are an edge vs. the probability that they are not on an edge. The second term comes from the probabilities of a Markov Random Chain (MRC). The metric takes the following form

$$\Gamma(x_n, y_n) = \sum_{i=1}^{n} \left[ \ln \frac{P_{\text{edge}}(I(x_1,y_1), I(x_{j=\ldots,i-1}, y_{j=\ldots,i-1}))}{P_{\text{non-edge}}(I(x_1,y_1), I(x_{j=\ldots,i-1}, y_{j=\ldots,i-1}))} + \ln P(s_n | s_n) \right]$$

Eq. 6.3.2

Where $l(x,y) =$ (magnitude, phase) at location $(x,y)$. The path of an edge is modeled as an Autoregressive Moving Average ARMA process. The innovations in the linear filter of the ARMA are then used in the path metric as opposed to the original data. The filter can be computed recursively, simplifying the summation over the first term in Eq. 6.3.2. The ARMA assumption is used to both reduce the search space and to account for the discretization in the possible pixel path directions and the measured phase of the underlying edge segment from the edge filter. A Gaussian distribution for the each of the edge and non-edge classes is then used to model the filter output. The parameters of the Gaussian distributions and MRC are initially set heuristically. Once the algorithm has run on the lowest resolution image, there exists a hypothesized path through the higher resolution image. Potential pixel values can be gathered along this uncertain path and the EM algorithm is then used to find the parameters of a Hidden Markov Model with two hidden states, edge or not an edge and two conditional distributions over pixel values. In this way the two Gaussian distributions are updated to estimate the edge and non-edge conditional density functions. The original envisioned usage of this algorithm was on edge enhanced greyscale images. Thus initially, the transition probabilities for the MRC are set to being equally probable. However, as the algorithm could also be used on probability images for material classes as developed in the previous section in this investigation, contour characteristics can
be encoded using a prior distribution over the MRC for well known classes (e.g. roads). As the curve path is searched in the coarsest level of analysis, the MRC probabilities are updated. Knowledge of the edge path from coarser scale analysis is then passed through the MRC for each curve to the next, higher level of resolution analysis. At the next analysis level the chain is again updated as the curve is searched. These two measures are then combined and used for the path metric of the search algorithm. In this way, a very small number of prior parameters are needed [12] however, the potential to allow fairly strong priors with respect to different types of curves still exists. Figure 6.3.1 contrasts the algorithm’s performance on the greyscale edge enhanced urban image and on a subset of materials from the previous probabilistic segmentation.

**Figure 6.3.1** Left: Contours found from the edges of the greyscale urban image. Right: Contours from the probability planes for all road or car materials.
**Figure 6.3.2** Left: Road and car materials found as the most likely material, from the previous segmentation procedure. Right: Randomly placed lines?

Humans segment highly cluttered scenes for practical purposes quite easily. Consider the figure on the right of Figure 6.3.2. Are there any patterns in this cluttered image of randomly placed lines? Contrast this with the segmentation of the urban area on the left.

From these two illustrations, one can see that there are a number of perceptual principles that human use to find structure in images. The right hand figure illustrates that these perceptual principles are extracted so readily by humans that they are found somewhat independent of the subject matter of the image. Consider the image on the left of Figure 6.3.2, most people will spontaneously find at least three groups in this image. These perceptually relevant features commonly known as parallelism, co-linearity, intersection and proximity can be extremely useful for reasoning about complex, cluttered images. Practically, in this situation they can be used to determine where the obscured road segments are located. Further, such features could be helpful for further removal of any false positives not eliminated by the high
level knowledge used in the previous segmentation procedure. The following Chapter discusses the role of perceptual organization in image analysis and the computation of perceptual features.
7 The Perceptual Organization of Curves

7.1 Key Issues

The grouping of low-level features and curves in particular is a well-known intermediate
vision task. The task of grouping has often been justified as imparting efficiency to the
computationally intensive process of high-level model identification. Much of the early
work in this area was done by Lowe [44]. The problem of extracting structure from simple
visual features was a key question investigated by the German school of psychology known
as the Gestaltists [64]. This discussion will focus on the perceptual organization of curves
and will draw from the results of the Gestaltists. To further simplify the computational
demands of computing perceptual features, curves can be further broken down into straight,
line-segments. In this context it is possible to focus on the following perceptual groups:
proximity, parallelism, co-linearity, intersection and continuity. Although there are many
shapes in the world, these features are extremely applicable to a large number of objects.
Specifically, the computation of these types of Gestalt features is quite common in the area of
aerial image analysis [24], but computation is relatively heuristic in most cases. The next
sections discuss the computation of perceptual grouping relationships between straight line-
segments. First, an appropriate system of measurement for these relationships is developed.
Then, a graphical probability model is proposed to evaluate the saliency of perceptual line
relationships. The model is general in that it does not rely on any detailed prior knowledge of
the structure of the underlying objects in the image and thus it can be used to detect
perceptually relevant features for a broad range of applications.
7.2 Extracting Lines from Curves

The extraction of salient curves is an extremely useful feature. However, extracting further information concerning the relationships between curves is an essential part of the task of image interpretation. This task can be somewhat complicated by the fact that curves can have a large degree of variability. In other words, the dimensionality of any system measuring the relationships between two arbitrary curves is extremely high. However, the task of perceptual grouping can be greatly simplified by using linked straight line-segment approximations of curves. For this investigation a recursive algorithm for segmenting 2-D curves into straight line-segments first proposed by Lowe [44] and refined by West and Rosin [65] was used. In this technique, a recursive subdivision of a curve is performed to obtain a binary tree that is traversed to select the “best” possible representation according to a “saliency metric”. Such a procedure invites the use of a more rigorous probabilistic definition, however such an investigation is beyond the scope of this thesis.

The algorithm begins with lists of pixels provided by the curve segmentation algorithm and splits them into two at the point of maximum deviation between the approximation and actual data. The process continues until the sub-lists are of the size of pixels. This process produces a segmentation tree with increasingly finer segments and better approximations. The ratio of the length of the line-segment, over the maximum deviation of the curve from the line-segment is the calculated as a significance rating. The higher the value of this measure, the more significant the primitive is said to be. The tree is traversed up from the leaves and if a feature is more significant than all its children, it replaces them. The result is a segmentation of a curve into perceptually significant line segments. The process is illustrated Figure 7.2.1.
Figure 7.2.1 The segmentation of a curve and the segmentation tree with selected line-segments.

Figure 7.2.2 illustrates this line segmentation procedure on the curves extracted from the urban image.

Figure 7.2.2 The line segmentation procedure applied to the curves extracted from greyscale edges (left) and from the color and texture segmentation image (right).

7.3 The Perceptual Organization of Lines, Prior Art

Once curves have been segmented into straight line-segments the task of computing the perceptually relevant relationships between lines is simplified. A number of approaches have
been taken in the past to calculate Gestalt relationships between lines. However, most of them are relatively heuristic in nature. Lowe has proposed a number of formulae for evaluating the perceptual relevance of a given relation relative to the global density of lines [44]. In this reasoning the formulae for the saliency of a relationship is relative to the chance of the relationship occurring by an *accident of viewpoint* and line density is used as an estimator of the likelihood of this sort of accident. Lowe takes into account the length of lines and their relative separation to form measures independent of absolute length. Lowe also uses some the simplifying assumption that all perceptual features are dependent on proximity to reduce the \( O(N^2) \) search space of all possible lines. In contrast to Lowe’s formulae ranking perceptual saliency based on expected random occurrences, other researchers have used voting methods [26] [67] to rank perceptual groups. In the work of Sarkar and Boyer [67], Gestalt relations are defined as logical statements. Position and orientation measurements for a given line are discretized and each line then applies a logical relation to the entire feature space and tags or “votes” for the discretized bins that satisfy the relationship. If points from two lines vote for the same location, the are deemed as being related. In the more specialized area of aerial image interpretation various relatively heuristic techniques are also common. In [24], various statistics regarding means and standard deviations of length are combined somewhat informally to rank various groupings based on the local image properties. Fuzzy sets have been used to model and manipulate Gestalt relationships between lines. In one example, the task was to group fragmented pixel wide road curve segments into a larger road network [70].
The use of formal uncertainty modeling for perceptual grouping has been the subject of more recent investigation [66] [8]. In [66] a Bayesian network was constructed for the Gestalt relationships of: parallelism, L-junction, T-junction, co-linearity and “none”. However fuzzy logic like triangle and box class conditional probability distributions were used. Scale invariant features were defined and the parameters for the probability distributions for the network were learned from a labeled data set using learning automata [52]. In the following section it is shown how a Gaussian mixture model can be used for representing the conditional probabilities over relationship measurements within a probability network when an appropriate coordinate system is selected for representing the relationships between lines. Further, using the standard EM algorithm for learning the mixture model from a labeled data set allows substructure or perceptual features not explicitly modeled by the labeled data set to be discovered. However, as discussed earlier, first an appropriate coordinate system must be defined.

7.4 A System of Measurement for Relationships Between Line Pairs

Consider that a curve-segmented image has been segmented into straight line-segments. The word “line” will be used in place of line-segment to indicate lines of finite extent in the following discussion. The task of measuring the perceptual relevance of various Gestalt relationships can be greatly reduced if an appropriate coordinate system is used for measurements. For the purposes of extracting general perceptual relationships between pairs of lines, the coordinate system should satisfy a number of invariance conditions. Namely, measurements should be rotationally, transitionally and scale invariant. Appendix II
describes the simple but important task of defining a coordinate system that satisfies the desired invariance properties.

7.5 A Probability Model for Perceptual Relations Between Lines

A user interface was constructed using OpenGL [53] to allow a data set to be generated for pairs of lines extracted from a greyscale segmentation of a large collection of urban and scenes similar to the one described earlier. People were given access to the underlying original image and told to classify *pairs of lines* into five classes of relationships: Parallelism, Co-linearity, L-junction, Unspecified but relevant and Accident of viewpoint. Each of the first four perceptual relationships are implicitly dependent upon proximity relationships [44]. Thus, the proximity relationship is modeled by the intersection of these perceptual classes. From the generated data set, a Gaussian mixture model was fit for each perceptual class using the EM algorithm with an MDL penalty term to control model complexity. The accident of viewpoint class was modeled as a uniform distribution over the domain defined by 90% of probability mass of the other perceptually relevant features. In this way the complete coordinate systems domain was thus restricted based on the proximity relationship. The mixture models for each class were then combined into a class-subclass model as discussed earlier. Although the classes in the data are not completely Gaussian as illustrated in Figure 7.5.1, the power of the mixture model for expressing arbitrary distributions is illustrated in Figure 7.5.2.
Figure 7.5.1 A plot of line relationships for the first two coordinates of the system developed in Appendix II.

Figure 7.5.2 A contour plot of the posterior probability for co-linear lines.
Figure 7.5.3 Left: The greyscale segmentation. Right: The color and texture segmentation. Green: Parallel lines found. Red: The completion of co-linear lines.

From Figure 7.5.1 one can see that the complexity of the line features has been greatly reduced in the color and texture segmented image. It is relatively common to apply these algorithms twice once on the initial line image and then again on the image consisting of co-linear lines “filled in” to create larger lines. One can imagine how such procedure could be quite useful.

These types of line images can be used to seed a much more highly specialized “model based” algorithms. The key issue here is that the use of the color and texture segmentation as the starting point for curve extraction imparts a great deal of computational efficiency to any further model identification procedure. For completely unrestricted images, searching for lines in greyscale edge images may provide a useful starting point for the model identification procedure. However, for the somewhat restricted domain of aerial image
interpretation, the addition of the “higher-level” texture information is quite useful to speed up the process of extracting relevant linear features.
8 Sub-pixel Inference

Recall the earlier when color clustering was discussed it was shown that there is a pixel mixing effect that can be used to model some of the variation in the color of pixels. This fact is extremely important in satellite imagery where the resolutions are slightly coarser. For this reason it is common in the Remote Sensing community [63] [7] [32] to employ what is know as a “linear mixture model” in which each pixel is modeled as a linear combination of a number of “pure materials” or “end-members”. In many applications the actual spectral values of these materials are found through fairly extensive experimentation. In one application a satellite sensor was mounted on a bucket truck and taken to areas where relatively pure materials of interest were located in order to capture an extremely accurate spectral “signature” of the material [63]. However, in many cases such extensive calibration is not feasible. In these cases finding the pure materials must be done from the data directly. In these cases, the clustering model using derivative information described previously can be quite useful for inferring pixels that are likely suffer from less mixing effects. The availability of high-resolution data helps to mitigate this difficulty for certain classes of problems. However, higher resolution data also opens the possibility for finer fidelity sub-pixel analysis to be performed. The following sections describe the linear mixing model and a discussion of practical uses of the model is given. Then a method for solving the mixed pixel problem using a linear program is proposed as a formalization of the commonly used heuristic procedures.
8.1 The Linear Pixel-mixing Model

The linear pixel-mixing model is conceptually simple. Each pixel is modeled as consisting of a linear combination of pure reflecting substances. Figure 8.1.1 illustrates this notion for a pixel that is modeled as a mixture of soil, grass and weeds.

![Observed Pixel Color](image1)

![Sub-pixel Contents](image2)

![More weeds in there?](image3)

**Figure 8.1.1** Modeling pixel color with a linear mixing model.

Mathematically, for a given pixel the model is expressed as:

\[
\tilde{x}_{abs} = \sum_{i=1}^{N} f_{i} \tilde{m}_{i} + \tilde{e}
\]

**Eq. 8.1.1**

The observed color is modeled as the fraction of each material and an error term. It is common to fit this model by minimizing the error term. However, clearly a number of situations will occur where there will be multiple solutions with an error term of zero. It is common to heuristically try sets of materials that seem appropriate for the particular location in the image. In some cases such a minimization procedure will result in fractions that are unrealistic (i.e. less than zero or greater than one). In some schemes, the corresponding set of “pure materials” is then eliminated as a potential “explanation”. If no error term is used and the number of materials is equal to the number of spectral bands, then a simple matrix inversion can be used to generate a potential explanation. Here the same problem exists with
unrealistic fractions possibly resulting from the procedure. While additionally, this approach is limited in that the number of spectral bands determines the number of materials for each possible model of the observed pixel color.

Conceptually, what we could do to avoid the problems involved with these common approaches involves “ranking” the pure materials based on our prior knowledge of the materials that we think should be in the given pixel. Then, starting with the most likely pure material try to explain the observed color using less and less likely materials until we are forced to resort to using the error term or possibly some other extremely unlikely material (there may be an old car in the field…). In the next section it is shown that this procedure can be stated more formally and then expressed as a linear program if a few reasonable assumptions are made.

8.2 Model Derivation

Consider that if we look at the observed pixel color and we know the context of the pixel in the image we can assign a probability that we believe any given material to be within that pixel. For example, these probabilities could be obtained from our previous analysis in the following way. If one inspects the subclass variables for the Gaussian mixture model for our material classes that have been found using the EM algorithm, then each subclass can be given a label. Based on the means of the edge magnitudes of these clusters one can determine if a cluster is a mixture class or a pure class. If highly calibrated spectral data for the known pure materials in the image is available, then the clusters found with the clustering algorithm
could be matched to this calibrated data. If such data is not available then the means of the color components of the Gaussians can be used as the corresponding pure material. Now, recall that each subclass cluster will have a probability associated with that cluster. This probability is an estimate of the quantity we need, namely the probability that the given “pure material” was responsible for the observed color.

Consider now that we could break up that pixel into $N$ sub-pixels responsible for the observed pixel color. One thus has a compound sub-pixel event leading to the observed pixel value. Figure 8.2.1 illustrates the subdivision process into four sub-pixels and illustrates one potential sub-pixel configuration.

![Diagram of pixel color and sub-pixels](image)

**Figure 8.2.1** A given pixel color $\text{Pixel}_{\text{Color}} = \mathbf{x}_{\text{obs}}$ (Left) can be decomposed into sub pixels (Centre), each of which could contain any of the pure material $m_i$ selected from the set of known materials (Right).

If we assume the sub-pixel events are conditionally independent, then the probability of this event can be expressed as:

$$P(\mathbf{x}_{\text{conf}}) = P(m_2 \land m_2 \land m_3 \land m_4)$$

$$= P(m_2)P(m_2)P(m_3)P(m_4)$$

**Eq. 8.2.1**
Here events have been illustrated with the vector notation to emphasize that they are events with vector values. This calculation can be generalized to an arbitrary number of sub-pixels. If one defines a material as $\textbf{m}_i$ (a material vector $i = 1\ldots M$), the set of all possible materials as $\{\textbf{M}\}$ (a set of vectors) and the number of sub-pixels belonging to material $\textbf{m}_i$ as $p_i$ (where $\sum p_i = n$, the total number of sub-pixels) then the probability of a given configuration can be expressed as:

$$P(\textbf{x}_{\text{conf}}) = \prod_{m \in \textbf{M}} P(\textbf{m}_i)^{p_i}$$

Eq. 8.2.2

Further, the color of the pixel constrains the solution space of sub-pixels so that the vector addition of sub-pixels scaled by the fractional amount of the sub-pixels ($f_i = \frac{p_i}{n}$) must produce the observed pixel color. Formally, this can be written as follows:

$$\textbf{x}_{\text{obs}} = \sum_{i=1}^{M} f_i \textbf{m}_i$$

Eq. 8.2.3

The task of finding the most likely, consistent sub-pixel configuration given a set of potential material vectors can thus be expressed as:

$$\arg\max_{p_i} [P(\textbf{x}_{\text{conf}})] = \arg\max_{p_i} \left[ \prod_{m \in \textbf{M}} P(\textbf{m}_i)^{p_i} \right]$$

Eq. 8.2.4

Subject to the constraint of the previous equation. However, one equation involves fractions and the other equation involves sub-pixels. But, Eq. 8.2.2 can then be manipulated in two main ways. Firstly, one can take the logarithm of the probability function. Secondly, one can
divide the function by $n$ and take the limit as $n \to \infty$ to find the most likely, consistent fraction $f_i$ of a pixel for each potential material in the following manner.

$$P(\bar{x}_{conf}) = \prod_{m \in M} P(\bar{m}_i)^{p_i}$$

$$\log\{P(\bar{x}_{conf})\} = \log\left\{ \prod_{m \in M} P(\bar{m}_i)^{p_i} \right\}$$

$$\log\{P(\bar{x}_{conf})\} = \sum_{m \in M} \log\{P(\bar{m}_i)^{p_i}\}$$

$$\log\{P(\bar{x}_{conf})\} = \sum_{m \in M} p_i \log\{P(\bar{m}_i)\}$$

$$\log\{P(\bar{x}_{conf})\} = \sum_{i=1}^{M} p_i \log\{P(\bar{m}_i)\}$$

$$\lim_{n \to \infty} \left[ \frac{\log\{P(\bar{x}_{conf})\}}{n} \right] = \lim_{n \to \infty} \left[ \sum_{i=1}^{M} \frac{p_i}{n} \log\{P(\bar{m}_i)\} \right]$$

$$\lim_{n \to \infty} \left[ \frac{\log\{P(\bar{x}_{conf})\}}{n} \right] = \sum_{i=1}^{M} f_i \log\{P(\bar{m}_i)\}$$

$$\arg\max_{f_i} \left\{ \lim_{n \to \infty} \left[ \frac{\log\{P(\bar{x}_{conf})\}}{n} \right] \right\} = \arg\max_{f_i} \left\{ \sum_{i=1}^{M} f_i \log\{P(\bar{m}_i)\} \right\}$$

Eq. 8.2.5

8.3 Sub-pixel Inference as a Constraint Satisfaction Problem

More specifically, the approach to finding a consistent explanation for the observed pixel color described in the previous section is equivalent to a standard linear optimization problem of the following form: For our $M$ independent fractional variables $f_1, \ldots, f_M$, maximize the function $z$ in which $a_{0i} = \log\{P(\bar{m}_i)\}$ and

$$z = a_{01}f_1 + a_{02}f_2 + \ldots + a_{0M}f_M$$

Eq. 8.3.1

subject to the primary constraints
\[ f_1 \geq 0, f_2 \geq 0, \ldots, f_M \geq 0 \]

Eq. 8.3.2

simultaneously subject to \( N = n_1 + n_2 \) additional constraints, \( n_1 = M \) of them of the form

\[ f_1 \leq 1, f_2 \leq 1, \ldots, f_M \leq 1 \]

Eq. 8.3.3

(these constraints can be removed in practice as they are implicitly specified by the following constraint) and \( n_2 = 1 + b \), (where \( b \) is the number of spectral bands) such that the first equation is of the form

\[ f_1 + f_2 + \ldots + f_M = 1 \]

Eq. 8.3.4

and the remaining \( b \) constraints take the form

\[ \bar{m}_{11}f_1 + \bar{m}_{21}f_2 + \ldots + \bar{m}_{M1} = \bar{x}_{o_{bs1}} \]
\[ \bar{m}_{12}f_1 + \bar{m}_{22}f_2 + \ldots + \bar{m}_{M2} = \bar{x}_{o_{bs2}} \]
\[ \vdots \]
\[ \bar{m}_{ib}f_1 + \bar{m}_{2b}f_2 + \ldots + \bar{m}_{Mb} = \bar{x}_{o_{bsb}} \]

Eq. 8.3.5

In such problems, a set of values for the fractions \( f_1 \ldots f_M \) that satisfy the constraints of (Eq. 8.3.2) – (Eq. 8.3.5) is referred to as a feasible vector. The function we are trying to maximize (i.e. Eq. 8.2.5) is referred to as the objective function. A feasible vector that maximizes the objective function is referred to as the optimal feasible vector [59]. Solutions to linear programs of this form are well known and a technique known as the simplex method first published by Dantzig [17] provides a good and very commonly used solution [59].

Thus, using our contextual knowledge the problem of finding consistent explanations for a given pixel can be framed as a simple linear program. This formulation provides a very
straightforward technique for finding consistent explanations allowing arbitrary combinations of sub-pixel materials and it not limited by the number of spectral bands.
9 Conclusions

This investigation has taken a probabilistic approach to image analysis. For each type of feature investigated in this thesis an appropriate linear transformation is first developed and then probability theory is used to classify these features. For color the CIE xyY system is used. For texture, the 4th order Daubechies wavelet transformation is used. For geometric line relationships, an appropriate coordinate system is derived. An algorithm for image segmentation based on probabilistic message passing has been proposed and some results of its operation have been presented. The algorithm incorporates color, the local context of pixels, texture and the local context of textured areas. This algorithm allows homogeneous regions in the image to be further segmented into curves and lines. Perceptually relevant relationships between lines useful for further analysis are then evaluated using a probabilistic framework. Sub-pixel inference is then posed as a problem that can be solved with a linear program. The importance of integrating these features to generate a realistic image interpretation is demonstrated. Aspects of human visual perception are formulated mathematically and then used to solve real problems within the interpretation process. While, the formal methods for specifying the intermediate steps in the interpretation procedure within this investigation are grounded heavily in statistical decision theory. Finally, concrete results illustrating the utility of this approach have been presented.

The construction of very large software systems that use probability theory extensively is a relatively new endeavor. This thesis advocates the use of probability calculus for the management of uncertain reasoning procedures within relatively large software systems.
Many other technologies exist for managing uncertainty that were not discussed in detail within this thesis (e.g. Fuzzy logic, Artificial Neural Networks, etc…). However, probability theory is attractive in that it provides a principled formalism with a strong theoretical foundation. Further, the notion of probabilistic message passing is extremely useful in that it provides an intuitive visualization of how uncertain information is managed in a large system. Clearly, the construction of large software systems that must manage uncertainty deals with issues that have been investigated by both statisticians and software engineers. Thus, if probability theory is to be used to manage uncertain information within a large system, a developer of such a system must have a strong knowledge of statistical theory in addition to a good understanding of different types of statistical models and algorithms. Further, such a developer must be aware of many of the issues that have in the past been associated with software engineering. Many of the frontier applications associated with Artificial Intelligence (e.g. speech recognition, natural language understanding, computer vision and automated image interpretation, computational biology applications etc…) involve the construction of rather large systems that must function under uncertain conditions. For this reason, further research into the ways in which statistical decision theory can be incorporated into an “intelligent system” have great potential to allow such applications to be created in the future. This thesis has focused on an image interpretation application that has direct application to the monitoring and protection of the environment. It is likely that future progress in our ability to construct other such useful “AI” applications will benefit greatly from further research into the algorithms, modeling techniques and software engineering issues involved with integrating statistically sound reasoning procedures within a larger software system.
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Appendix I. Markov Random Fields and Probability Propagation

This appendix discusses the relationship between MRFs and Gibbs-MRFs. It also illustrates the probability propagation scheme used in this thesis and shows how the factor graph notation can be used to illustrate the commonly used MRF neighborhood systems.

A strictly positive Markov random field is specified with a potential representation consisting of positive functions \( \phi_q \) such that

\[
P(X_1, X_2, \ldots, X_n) \propto \prod_{q \in Q} \phi_q(X_q)
\]

\textbf{Eq. 8.3.6}

Where \( X_i \) represents the variables in the graph (e.g. for an image these are the pixel sites) and \( X_q \) represents the variables in each of the cliques \( Q \) in the graph. To construct a valid distribution for the joint probability a normalization constant \( Z \) also known as the partition function is used such that

\[
P(X_1, X_1, \ldots, X_n) = \frac{\prod_{q \in Q} \phi_q(X_q)}{\sum_{\text{all } X_q \in Q} \prod_{q \in Q} \phi_q(X_q)}
\]

\textbf{Eq. 8.3.7}

To simplify our notation, let \( X_G \) represent all the variables in the graph. Now, a MRF can be specified with a Gibbs distribution and takes the following form:
\[
P(X_1, X_2, \ldots, X_n) = \frac{1}{Z} \exp \left( -\frac{1}{T} U(X) \right)
\]

\[
= \exp \left( -\frac{1}{T} \sum_{q \in Q} V_q(X_q) \right)
\]

\[
= \frac{\exp \left( -\frac{1}{T} \sum_{q \in Q} V_q(X_q) \right)}{\sum_{\alpha \in \Lambda} \prod_{q \in Q} \exp \left( -\frac{1}{T} V_q(X_q) \right)}
\]

\textbf{Eq. 8.3.8}

One can thus see that the potential functions used in this investigation are related to the potentials that must be specified in a Gibbs-MRF in the following way

\[
V_q(X_q) = -T \log (\phi_q(X_q))
\]

\textbf{Eq. 8.3.9}

Probabilistic inference in a MRF is commonly performed with sampling procedures based on stochastic relaxation. However, in contrast a scheme based on probabilistic message passing can be used based on the procedures described in Chapter 2. Using these techniques, the equation form of the computation for updating the probability \(P^*(X_{x,y})\) of a pixel, window location or lattice site at location \(x,y\) being in each of its possible states (e.g. material classes \(M_{x,y}\)), given messages from the surrounding cliques in the graph can be written as follows.
\[ P^*(M_{x,y}) = \frac{\text{prior} \times \text{likelihood}}{\text{normalization}} \]
\[ = \frac{\text{prior} \times \text{likelihood messages}}{\text{normalization}} \]
\[ = \frac{P(M_{x,y}) \prod_{q \in Q, s.t. M_{x,y} \in M_q} \left[ \sum_{M_{j, i} \in M_q, s.t. (i, j) \neq (x, y)} \phi_q^*(M_{q}) \right]}{\sum_m \left\{ P(M_{x,y}) \prod_{q \in Q, s.t. M_{x,y} \in M_q} \left[ \sum_{M_{j, i} \in M_q, s.t. (i, j) \neq (x, y)} \phi_q^*(M_{q}) \right] \right\}} \]
\[ = \frac{P(M_{x,y}) \prod_{q \in Q, s.t. M_{x,y} \in M_q} \left[ \sum_{M_{j, i} \in M_q, s.t. (i, j) \neq (x, y)} \phi_q^*(M_{q}) \right]}{\sum_m \left\{ P(M_{x,y}) \prod_{q \in Q, s.t. M_{x,y} \in M_q} \left[ \sum_{M_{j, i} \in M_q, s.t. (i, j) \neq (x, y)} \phi_q^*(M_{q}) \right] \right\}} \]

\[ \text{Eq. 8.3.10} \]

Finally, the neighborhood systems used in the Remote Sensing community for GMRF models could thus be written as factor graphs in the following form.

**Figure 8.3.1** Top: MRF cliques for 1st and 2nd order systems Bottom: MRF lattices illustrated using the factor graph notation with variables as circles and functions as rectangles.
Appendix II. A Coordinate System for Line Relationships

Consider two lines $l_s$ and $l_o$. Denote the length of one half the longer line as $L_o$ and the length of one half of the shorter line as $L_s$. Place a Cartesian coordinate system at the center of each line and calculate the absolute orientation of the line as being the angle made by the half of the line extending in the positive y-quadrants. Use the angle in the range $[0,\pi)$ counter clockwise (i.e. a right handed coordinate system) from the positive x-axis of the Cartesian plane. In this convention, lines are considered as oriented up with respect to their midpoints. Perfectly horizontal lines have an absolute orientation angle of zero. Determine the longer line and the shorter line, selecting randomly when they are of equal length. Define the relative orientation of the smaller line with respect to the larger line $\theta_{rel}$, as the angle from the shorter line to the longer line in the positive y-quadrants i.e. $\theta_{rel} = \theta_o - \theta_s$. This measurement can thus take on a positive or negative values. A calculation is illustrated for a negative $\theta_{rel}$ in Figure 8.3.2.

![Diagram](image)

**Figure 8.3.2** A line orientation calculation.

Draw a vector $\mathbf{V}_m$ from the midpoint of the longer line to the midpoint of the smaller line and call the length of this vector $L_m$. Calculate the absolute orientation of this vector $\theta_m$ from
the positive x-axis (note: it shall lie in the range $[0,2\pi]$ because it is a vector). Find the vector projection $\mathbf{V}_{\text{proj}}$ of the midpoint vector onto the (possibly extended) longer line. For this projection use the angle from the positive y-quadrant half of $l_o$ to the midpoint vector $\mathbf{V}_m$. Measure this angle in the usual way in that counter-clockwise is positive (i.e. use a right-handed coordinate system). Angles in the range $[-\pi,\pi)$ shall be used. Call this angle $\theta_{\text{proj}}$. In this scheme, $\theta_{\text{proj}} = \theta_m - \theta$. The angles involved in the projection are illustrated in Figure 8.3.3 and note the notion of lines being oriented up determines how $\theta_{\text{proj}}$ is determined and thus the sign of $\theta_{\text{proj}}$.

![Figure 8.3.3](image_url)

**Figure 8.3.3** The projection of the midpoint vector onto the longer line.

In such a system, *positive distance along the longer line* represents going up from the midpoint. Define the length along the vector projection from the midpoint of the longer line as the *Linear distance* $L_d$ (it can be positive or negative). Define the *Perpendicular distance* $P_d$ as the distance from the end of the projection on the longer line to the midpoint of the smaller line. Keep in mind that this measurement can be positive or negative because under the current definitions, measuring $\theta_{\text{proj}}$ from the oriented $l_o$ effectively defines a coordinate system with respect to $l_o$. The coordinate system looks like the standard Cartesian plane when
the longer line is horizontal and then rotates as the line rotates. \( P_d \) and \( L_d \) are thus found from the following simple trigonometric calculations.

\[
P_d = \left| \vec{V}_{\text{proj}} \right| \sin(\theta_{\text{rel}}) \\
L_d = \left| \vec{V}_{\text{proj}} \right| \cos(\theta_{\text{rel}})
\]

\textbf{Eq. 8.3.11}

Figure 8.3.4 illustrates how the lines of Figure 8.3.3 would result in negative values for both \( P_d \) and \( L_d \). Intuitively, the coordinate system defined by \( l_o \) has been rotated almost upside down from the standard orientation as \( \theta_o \), (the absolute orientation of the longer line) is almost \( \pi \).

![Figure 8.3.4 An example calculation of \( P_d \) and \( L_d \).](image)

Finally, normalize all the length measurements by one half the length of the longer line i.e. \( L_o \). All the relationships between two lines, up to a translation, rotation or shift of scale can be specified using the following four measurements: \( P_d, \ L_d, \ L_s \) and \( \theta_{\text{rel}} \). This measurement system thus encodes all of the four relevant degrees of freedom.